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1 GEOREDUNDANCY ENABLED
1.1 Introduction

1.1.1 Purpose and Scope

This document describes methods utilized and procedures run to perform a software upgrade of Oracle
Communications Policy Management Release 12.5.0/12.5.0.4 to Release 12.6 when georedundancy is
enabled.

e Upgrade of firmware may be required, but is not covered in this document.

Georedundancy as implemented in the MPE and the MRA uses the 2+1 server cluster scheme. The 2
refers to the current Active and Standby servers and the +1 refers to a third Spare server. The Spare
server is added into the same cluster so that any server can assume the Active role if necessary. The
Spare server is usually located in a separate geographical location in case the servers at the initial site
become unavailable due to a site-wide failure. The Spare server, in most cases, would be unaffected by
the same circumstances and would be able to continue to provide service as an Active server.

1.1.2 Acronyms

Acronym Definition
CMP Configuration Management Platform
Configuration Management Platform for Disaster Recovery
DR-CMP
NOTE: It refers to the CMP on the secondary site
DSR Diameter Signaling Router
GUI Graphical User Interface
IPM Initial Product Manufacture
LVM Logical Volume Manager
MPE Multimedia Policy Engine
MPE-LI MPE for Lawful Intercept - a type of Multimedia Policy Engine
MRA Multiprotocol Routing Agent (also known as the Policy Front End or PFE)
0cCs Online Charging System
00s Out of Service
PCEF Policy Control Enforcement Function
PCRF Policy and Charging Rules Function—Oracle MPE
PMAC Platform Management and Configuration
TPD Tekelec Platform Distribution
TVOE Tekelec Virtualization Operating Environment

1.1.3 Terminology

Term Description

Primary Site (Sitel) Site where the MPE/MRA Server-A and Server-B are deployed.




Term

Description

Secondary Site (Site2)

Site where the MPE/MRA Server-C is deployed.

Spare Server or Server-C

Server that is ready to take over from the Active server if both the Active and
Standby servers fail. It is generally in a different location than the Active and
Standby servers.

114

e Firmware

Software Release Numbering

e Oracle: 3.1.5 or higher
e HP Solutions Firmware Upgrade Pack: 2.2.10 or higher

e (COMCOL: 6.5
e PMAC:6.6.1
e TPD:7.8.0

e TVOE: 3.8.0

e Policy Management release 12.6

1.2 Upgrade Overview

This section lists the required materials and information needed to run Policy Management release 12.6

software upgrades.

1.2.1 Upgrade Status Values

Status Condition

OK All servers are up-to-date and no alarms are present.

Info No alarms are present, but a condition (such as out-of-date) is present that the
operator should be made aware of.

Minor At least one minor alarm is present.

Major At least one major alarm is present.

Offline The server cannot be reached.

Degraded At least one server in the cluster cannot be reached.

Critical At least one critical alarm is present.

Active The server is active.

Standby The server is in standby mode as part of normal operations.

Forced Standby The server is in standby mode because it has been placed into that state via
direct operator intervention or as part of the upgrade.

Offline The server cannot be reached.

Zombie The server is in a state where it cannot recover automatically and requires direct
operator intervention.

1.2.2 Upgrade Paths

This upgrade document supports the following upgrade paths:




e Policy Management 12.5.0 to 12.6 (Major Path)
e Policy Management 12.5.0.4 to 12.6 (Minor Path)

NOTE: 12.6.0 upgrade is only applicable for bare metal deployments and not applicable for virtual
deployments.

1.2.3 Upgrade Information

This procedure applies to Active, Standby, and Spare servers. A group of servers is referred to as a
cluster. The cluster types are CMP, MRA, and MPE.

e For a CMP cluster, there are only 2 servers (Active and Standby) in a cluster and the cluster can
be either a Primary or Secondary cluster.
e For a non-CMP cluster (MRA/MPE), there can be 3 servers (Active, Standby, and Spare).

A Policy Management deployment can consist of multiple clusters.

1.2.3.1 Required Cluster Upgrade Sequence

Policy Management Server software upgrades are performed on a cluster by cluster basis at the local
and remote sites within the same maintenance window.

The following is the upgrade sequence, specific process are documented by an Oracle provided
Maintenance Operation Procedure (MOP).

NOTE: TVOE, PMAC Server, and Firmware may be necessary prior to the Policy Management upgrade.

1. Upgrade PMAC Server at Site 1—Required if version is older than what is listed in Section 1.4.
Upgrade PMAC Server at Site 2—Required if version is older than what is listed in Section 1.4
Firmware upgrade—If needed (not covered in this document)

Upgrade Primary CMP

Upgrade Secondary CMP (if applicable)

Site 1 Segment 1—Upgrade non-CMP clusters (see note below)

Site 2 Segment 1—Upgrade non-CMP clusters (see note below)

Site 1 Segment 2—Upgrade non-CMP clusters (see note below)

9. Site 2 Segment 2—Upgrade non-CMP clusters (see note below)

O NOUREWN

NOTE: Up to 16 non-CMP clusters can be upgraded in parallel.

1.2.3.2 Policy Management Release Mixed-Version Operation and Limitation

The general expectation is that a system that is running in a mixed version configuration should support
features, and perform at a level of the previous version. Thus, the system that is running pre-12.6
release and release 12.6 mixed configuration would support the performance and capacity of pre-12.6
release. The mixed version Policy Management configuration would support pre-12.6 release features.

Since the CMP is the first Policy Management system component that is upgraded to the new version,
the release 12.6 CMP is managing servers in both the previous release and release 12.6. In this mixed
version configuration, release 12.6 CMP does not prevent an operator from configuring anything that
you could configure in a previous release and all configuration items from the previous release are still
available. However, the configuration changes during the upgrade of Policy Management system are
discouraged and have limited support.

In the mixed version Policy Management configuration release 12.6 CMP has the following limitations
while running in a mixed version environment:
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e New features must not be enabled until the upgrades of all servers managed by that CMP are
completed. This also applies to using policy rules that include new conditions and actions
introduced in the release.

e As ageneral guideline, policy rules should not be changed while running in a mixed version
environment. If it is necessary to make changes to the policy rules while running in a mixed
version environment changes that do not utilize new conditions and actions for the release
could be installed, but should be jointly reviewed by you and Oracle before deployment to verify
that these policies indeed do not use new conditions or actions.

e The support for configuration of MPE/MRA servers is limited to parameters that are available in
the previous version. Specifically, Network Elements can be added.

Table 1 Mixed-version configurations supported

Policy Management CMP
system components on R12.6 MRA R12.6 | MPE R12.6
CMP 12.5.0,12.5.0.4 Yes No No
MRA 12.5.0, 12.5.0.4 Yes Yes Yes
MPE 12.5.0, 12.5.0.4 Yes Yes Yes

NOTE: Replication between CMP and DR-CMP is automatically disabled during upgrade of the CMP and
DR-CMP from the previous release to release 12.6. The replication is automatically enabled after both
active CMP and DR-CMP are upgraded to release 12.6.

1.2.4 Customer Impacts

The cluster upgrade proceeds by upgrading the standby server, then the spare server, and then
switching over from the active to the standby, and upgrading the new standby. The switchover of each
non-CMP cluster has a small impact on traffic being processed at that cluster.

1.2.5 Rollback/Backout

The full pre-upgrade server image is stored on the server during the upgrade, and can be restored in the
event of a problem during or after upgrade.

1.2.6 TPD Version

The Tekelec Platform Distribution (TPD) version needed for this release is included in the Policy
Application Software Upgrade ISO, and the TPD is upgraded to version 7.8.0 as part of this procedure.

In the case of an initial product manufacture (IPM) or clean install of a new server, the supported
baseline TPD version 7.8.0 should be installed prior to upgrading to Policy Management release 12.6.
1.2.7 Server Hardware Platforms

The Policy Management release 12.6 software upgrade can be applied on any server that previously had
Policy Management release 12.5.0, and 12.5.0.4.

1.2.8 Loading Application Software

For upgrade of server application software, the recommended method is to copy the application ISO
images to the servers using the scp or ftp command. If the system is HP c-Class using a PMAC Server,
the application software must also be loaded into the PMAC software management library to support
new installs and FRU activities.
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NOTE: PMAC is not used during the upgrade and backout procedures.

1.2.9 Required Materials and Remote Access
The following materials and information are needed to run an upgrade:

e Policy Management 12.6 software ISO files and TPD software ISO

e Policy Management 12.6 software Release Notes.

e TVOE, PMAC upgrade/installation documentation, software ISO files and TPD ISO (if applicable).

e HP Solutions Firmware Upgrade Pack 2.2.10 (or higher) documentation and ISO files (if
applicable).

e The capability to remotely login to the target server as admusr.

NOTE: The remote login can be done through SSH, local console, or iLO maintenance port.
Ensure that the network firewall policy allows the required application and corresponded ports.

e The capability to secure copy (scp) from the local workstation being used to perform this
upgrade to the target server, or otherwise be able to transfer binary files to the target server.

e User login IDs, passwords, IP addresses, and other administration information.

e VPN access to your network is required if that is the only method for remotely logging into the
target servers. It must be also possible to access the Policy Management GUI, and the PMAC
GUL.

1.2.9.1 Upgrade Media

See the release notes for the list of ISO image files required for the Policy Management upgrade you are
installing.

1.2.9.2 Login User IDs and Passwords

You must confirm login information for key interfaces, and document the information using Table 2.
NOTES:

e Itis assumed that the login information may be common across sites. If not, record the
information for each site.

e Consider the sensitivity of the information recorded in this table. While all of the information in
the table is required to complete the upgrade, there may be security policies in place that
prevent the actual recording of this information in a permanent form.
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Table 2 Login IDs, Passwords and release Information

Item Value

CMP servers GUI Administrator Login User/Password

NOTE: Some older releases do not use
admusr, instead use the default root
Login using SSH.

admusr password:

MPE/MRA servers admusr password:

Target iLO iLO Administrator Login User/Password
Target OA OA Administrator Login User/Password
PMAC server GUI Administrator Login User/Password

admusr password

Software Upgrade Target Release! Target Release Number

Policy Management 12.6 software ISO image filenames

1.3 Theory of Operation

1.3.1 Upgrade Manager Page

The Upgrade Manager was not up to the operator, with assistance from an MOP, to know the correct
sequence of server selects and menu selections. The Upgrade Manager takes a different approach. It
determines the next course of action to either

e Begin/continue upgrading a cluster
e Begin/continue backing out a cluster.

IMPORTANT: There is a point implicit in the list above: upgrade is now presented from a cluster
perspective, instead of a server perspective.

In perspective has a number of ramifications, most noticeably it is not possible to select individual
servers or to bulk select a group of servers. In fact, in order to perform any operation, it is necessary to
select a cluster.

Certain operations are performed automatically on behalf of the operator. These operations are not
presented to the operator as an option. However, the operator can see what has been done using the
upgrade log.

! The ISO image filenames should match those referenced in the Release Notes for the target release.
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Upgraae manager

%) 5ystem Alert. No actions are avaiable for the selected cluste Current IS0 incremental-uparade-12.6.0.0.0 26.1,

Start Rollback Start Upgrade View Upgrade Log BiFiter Columns +  Advanced

= Name Alarm Se. Upto. Server Role Prev Release Running Release Upgrade Operation
= [J cmP sited Cluster (2 Servers)
CMP175-55 1 Minor Y Active 12.5.0.0.0_63.1.0 12.6.0.0.0_25.1.0 +Inttiate upgrade Completed Successfully at Aug 20, 2021 11:28:43.

CMP175-45 Y Standby 12.0.00.0_G3.1.0 12.6.0.0.0_25.1.0 +Intiate upgrade Completed Successfully at Aug 20, 2021 10:50:20.
= [ mpe (3 servers)

MPE175-57 Y Spare 12.5.00.0_63.1.0 12.6.0.0.0_251.0 +Intiate upgrade Completed Successfully at Sep 17, 2021 11:38:14,
MPE175-47 Y Active 12.5.0.0.0_63.1.0 12.6.0.0.0_25.1.0 +Inttiate upgrade Completed Successfully at Sep 17, 2021 11:00:21
MPE175-37 Y Standby 12.5.00.0_63.1.0 1260002510 +Intiate upgrade Completed Successfully at Sep 17, 2021 13:42:21

El [+] mra (3 servers)

MRA1T5-58 Y Spare 125.0.0.0_63.1.0 126.0.0.0_25.1.0 ) Inttiate upgrade Completed Successfully at Sep 17, 2021 14:37:14.
MRA175-43 Y Standby 125.0.0.0_63.1.0 12.6.0.0.0_25.1.0 ! Inttiate upgrade Completed Successfully at Sep 17, 2021 15.02:14.
MRA175-38 \'s Active 125000 8310 126.0.0.0_25.1.0 ) Initiate upgrade Completed Successfully at Sep 17, 2021 14:08:21.

Figure 1 Sample display of the Upgrade Manager page

For the most part, the items in the display are self-explanatory. The following items are often used
during the upgrade.

e Start Rollback and Start Upgrade buttons (upper left):

If a cluster is selected and these buttons are disabled (grey), it means that there is not an
appropriate action to take at this time. However, if a button is not disabled (white), then it
means that there is a preferred action that can be taken to upgrade (or backout) the cluster.
Normally, upgrading a cluster is a well-defined fixed procedure. However, in some cases there
are a number of valid sequences. Selecting the preferred step causes the Upgrade Director to
choose the default sequence. Only use the Upgrade Manager to perform upgrades unless the
instructions direct otherwise.

e Alarm Severity:

This column is used to indicate if there are alarms associated with a server. If so, it displays the
severity of the most severe alarm here. It is important to explain the intent of this column. The
intent is to give a visual indication that the particular server is experiencing alarms. This is not a
reason to panic: During the upgrade, it is expected that the servers raise alarms:

The CMP raises alarms to indicate that it is initiating upgrade activity.
Servers reports alarms to indicate that their mate servers are offline.

However, if alarms are asserted for a server, it is good practice to look at the alarms prior to
initiating upgrade activity on them.

e Up to Date: This column is used to indicate the state of the code on the server.
N—Server is running old code and must be upgraded
Y—Server is running new code.

N/A—Upgrade is not appropriate and/or the server is in a bad state

1.3.1.1 The Upgrade Log

Within the Upgrade Manager page, the operator can access the upgrade log. This displays attributes of
the various actions (manual and automatic) that have been performed on the selected cluster. It is
important to note that this is NOT the audit log. The audit log is meant to track what the operator has
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done. This log is meant to capture the sequence of upgrade activity—whether it was initiated by an
operator or automatically triggered.

Cluster Name: mpe

Last Update: 09/1042018 10:21:21 £ Fier Columns
1D Pare... | Action Hame Start Time End Time Durat... | Scope | Hostname | Result Mode Description

e S GG S5 TG GGG T T T T CWEGEU T T U E O YT W T SUCDGES IO OO ST
327 325 Modify the rolefreplication ... - 08/20/2018 11:59:43 08/20/2018 11:5... . 0:00:01 © Cluster = mpe Success - Automatic = Automatic action for...
328 328 Wait for replication to syn... 082002018 12:20:03 082002018 12:2... . 00:09 © Server  MPE175-37  Success : Automatic | Automatic action w...
329 325 Modify the rolefreplication ... . 082002018 12:20:03 082002018 12:2... . 0001 Cluster . mpe Success - Automatic | Automatic action for...
345 0 Backing out server upgrade @ 09V06/2018 13:13:54 09/08/2018 13:2... 11524 Server  MPE175-37  Success © Manual User initiated action:...
348 345 WModify the rolefreplication ... | 09/06/2018 13:13:54 09/06/2018 13:1... . 0:00:01 : Cluster . mpe Success - Automatic | Automatic action for...
347 345 Waiting for replication to s... | 0V0G/2018 13:29:19 09/06/2018 13:2... . 00010 © Server  MPE175-37 | Success | Automatic | Automatic action w...
348 0 Backing out server upgrade | 0QV0G/2018 13.36.17 09/06/2018 14:0... . 3302  Server  MPE175-57 | Success : Manual User initiated action:...
345 348 Modify the rolefreplication ... @ 09V06/2018 13:36:17 09/068/2018 13:3... . 0:00:01 © Cluster = mpe Success - Automatic | Automatic action for...
353 348 Waiting for replication to ... | 0/06/2018 14:09:19 09/06/2018 14:0...  0:00:09  Server  MPE175-57  Success  Automatic | Automatic action w...
354 0 Preflight Check 09062018 14:3526 089/06/2018 14:3... . 0013 - Server . MPE175-57 . Success : Manual User initiated action:...
356 354 Upgrading server 09062018 14:35:39 09/06/2018 14:5... . :21:33 | Server  MPE175-57 @ Success : Automatic | Automatic action initi...
357 354 Modify the rolefreplication ... | 09V06/2018 14:35:39 09/06/2018 14:3... . 0001  Cluster  mpe Success | Automatic | Automatic action for...
362 354 Wait for replication to syn... | 09/06/2018 14:57:12 09/06/2018 14:5... . 0:00:08 ' Server  MPE175-57 | Success | Automatic | Automatic action w...
363 354 WModify the rolefreplication ... | 09V0G/2018 14:57:12 089/06/2018 14:5... . :00:01  Cluster . mpe Success . Automatic | Automatic action for...
354 0 Preflight Check 09062018 15:44:54 09/06/2018 15:4... . :00:19 © Server : MPE175-37  Success : Manual User initiated action:...
365 354 Upgrading server 09/06/2018 15:45:13 09/06/2018 16:0... . 1959  Server  MPE175-37  Success | Automatic | Automatic action initi...
366 354 Modify the rolefreplication ... @ 09V06/2018 15:45:13 09/06/2018 15:4... - 0:00:01 © Cluster = mpe Success @ Automatic | Automatic action for...
387 354 Wait for replication to syn_.. = 09/06/2018 16:05:13 09/06/2018 16:0...  0:00:068  Server  MPE175-37 = Success & Automatic = Automatic action w...
368 354 Modify the rolefreplication ... | 09V06/2018 16:05:13 09/06/2018 16:0... . 0:00:01 : Cluster : mpe Success - Automatic | Automatic action for...

Figure 2 Upgrade Log

1.31.2

Optional Actions

It is possible to perform every step in the upgrade process using the Upgrade and Backout buttons.
When the operator clicks one of these buttons, the Upgrade Director performs the next preferred
action. However, there are times that the operator may want to take a slightly different—but still legal—
procedure. For example, the Upgrade Director has a preferred order in which it upgrades a
georedundant cluster. However, if the operator wanted to deviate from that default procedure—say to
restrict upgrade to servers in a particular site—then they can use the optional actions menu. It is
important to note that this menu is ONLY populated with legal/reasonable actions. Actions that are
wrong or inconsistent are not displayed.

If the operator selects an optional action, they can go back to using the default/preferred at any time

1.3.1.3

The ISO Select

In the upper right hand corner, there is an item called the Current ISO. In some respects the term ISO is
misleading. A better description might be upgrade procedure. This item shows the upgrade procedure

that is being used. In common cases, this is going to be either:

An upgrade to version XXX

Upgrade Manager

Cumet B0 Instal Gt

g A Ghmse Aot
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To start a new upgrade, click on this item. The Upgrade Director searches for valid upgrade procedures.
In order to minimize confusion, these upgrade procedures are usually embedded within a CMP ISO file.
This way, the CMP ISO file is always tied to the corresponding upgrade procedure.

When you select a new ISO file, you are telling the Upgrade Director to abandon the current upgrade
procedure in favor of a new procedure.

1.3.1.4 Upgrade Director Behavior

The Upgrade Director is a component that tracks the state of the servers, cluster and system during an
upgrade. The Upgrade Director is hidden. However, there are conventions/operating principles that
have visible effects.

1.3.1.5 Alarm Philosophy

During an upgrade, the Upgrade Manager asserts (that is, generates) and displays alarms. An upgrade
typically triggers multiple minor, major, and critical alarms as servers are taken out of service, go into
forced standby, or fail over. This is normal and to be expected. Figure 3 shows an example of an upgrade
in progress asserting multiple transient alarms.

NOTE: Click on the active alarms summary, in the upper right corner of every CMP page, to display a list
of current active alarms.

= Name Alarm Se. Upto. Server Role Prev Release Running Release Upgrade Operation

= [ cmp sitet Cluster (2 Servers)

CMP175-55 1y Minor Y Active 12.5.0.0.0_63.1.0 126000_2510 ) Initiate upgrade Completed Successfully at Aug 20, 2021 11:26:43.
CMP175-45 Y Standby 125.000_6310 12.6.0.0.0_25.1.0 +Intiate upgrade Completed Successfully at Aug 20, 2021 10:50:20
E ] mpe (3 servers)

MPE175-57 Y Spare 12.5.00.0_63.1.0 12.6.0.0.0_251.0 +Intiate upgrade Completed Successfully at Sep 17, 2021 11:38:14,
MPE175-47 Y Active 125000_631.0 1260002510 +Inttiate upgrade Completed Successfully at Sep 17, 2021 11:00:21
MPE175-37 Y Standby 125.000_63.10 12.6.0.0.0_25.1.0 +Intiate upgrade Completed Successfully at Sep 17, 2021 13:42:21.

=[] mra (3 Servers)

MRA175-58 Y Spare 12.5.0.0.0_63.1.0 12.6.0.0.0_251.0 ) Inttiate upgrade Completed Successfully at Sep 17, 2021 14:37:14.
MRA1T5-48 Y Standby 125.0.0.0_63.1.0 12.6.0.0.0_25.1.0 ! Inttiate upgrade Completed Successfully at Sep 17, 2021 15.02:14.
MRA1T5-38 Y Active 12.5.0.0.0_63.1.0 126.000_2510 ) Inttiate upgrade Completed Successfully at Sep 17, 2021 14:08:21

Figure 3 Upgrade in Progress Showing Transient Alarms

The Upgrade Manager clears alarms when appropriate, such as when server and cluster upgrades are
complete. Table 3 lists transient alarms that the Upgrade Manager can assert during an upgrade.

Table 3 Transient Alarms Asserted During a Typical Upgrade

Nﬁ':::; r Severity Name
31227 Critical HA availability status failed
31283 Critical Lost Communication with server
70001 Critical QP_procmgr failed
70025 Critical QP Slave database is a different version than the master
31233 Major HA Path Down
70004 Major QP Processes down for maintenance
31101 Minor DB replication to slave failure
31106 Minor DB merge to parent failure
31107 Minor DB merge from child failure
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Nt':;;: . Severity Name
31114 Minor DB replication over SOAP has failed
31282 Minor HA Management Fault
70500 Minor System Mixed Version
70501 Minor Cluster Mixed Version
70502 Minor Cluster Replication Inhibited
70503 Minor Server Forced Standby
70507 Minor Upgrade in Progress

The Upgrade Manager also asserts an alarm if an unexpected error prevents it from continuing the
upgrade. You should review all active alarms after each upgrade step to ensure that the alarms are
expected. Alarms are described in the Troubleshooting Guide, Release 12.6, available at the Oracle Help
Center.

1.3.1.6  General Upgrade Procedure
In general, the upgrade of a server goes through the following steps:

1. Preflight checks—look for certain conditions which guarantee a failed upgrade. If such
conditions are detected, fail. There are two principles behind the preflight checks

Itis better to fail early in a recoverable way than to fail late in an unrecoverable way.

Preflight checks are VERY narrow. This prevents false positives for an otherwise valid upgrade.

The upgrade itself

Wait for replication to synchronize.

nnhewnN

This procedure is in place so that it should not be necessary to login to the target server to verify
conditions. You should be able to stay on the Upgrade Manager page.

Upgrade Order
With a two server cluster, there is only a single valid order:
1. Upgrade the standby

2. Failover
3. Upgrade the remaining server.

With georedundant clusters, there are many valid permutations. The default order that the Upgrade
Director takes is:

1. Upgrade the standby server
2. Failover
3. Reapply the configuration

NOTE: This requires you to navigate away from the Upgrade Manager page

4. Upgrade the spare server
5. Upgrade the remaining server in the primary site

Unreachable Servers

During the course of an upgrade, servers can go unreachable. This is expected and the Upgrade Manager
tries to be graceful about unreachable servers. However, if the CMP experiences a failover when
another server is unreachable, this runs into limits. The promoted Upgrade Director does not have the
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full history/context. It waits until it can contact the unreachable server before it takes action on the
server.

Reversing Directions

In general, it should be possible to reverse directions at any time. You should be able to upgrade a
server in a cluster, back it out, upgrade it, upgrade its mate, back that out, etc. In this sense,
upgrade/backout should be fully reversible. However, you are not permitted to reverse direction if there
is an ongoing action: You cannot kick off a backout of a server if another server in the cluster is being
upgraded. You have to wait for the upgrade to finish.

Mixed version and Forced Standby

As a general rule, if a cluster is in mixed version, then every server that is NOT running the same version
as the active server must be in forced standby. This way, a simple failover does not cause a change in
the version of code that is providing service.

NOTE: Forced standby is managed by the Upgrade Director and requires no action.

Failure Handling and Recovery
Failures fall into two categories:

e Failures that the Upgrade Director is able to recover from.
e Failures that the Upgrade Director cannot automatically recover from.

Any failure should generate an UPGRADE_OPERATION_FAILED alarm. In such cases, the operation can
be attempted again. Ideally, the operator/support would investigate the original failure before
repeating. However, if the server is in an indeterminate state, the server is declared a ZOMBIE and no
further action can be taken on the server. It requires direct action by support/engineering to repair.

For the current release, recovery or even deep failure diagnosis is not exposed via the GUI.

1.4 Upgrade Preparation

This section provides detailed procedures to prepare a system for upgrade. These procedures are run
outside a maintenance window.

NOTE: If Veritas NetBackup is being used on the system, see the Maintenance Operation Procedure for
pre and post upgrade steps.

Overview of steps:

1. Upgrade TVOE PMAC Server at Sitel (if applicable)
Upgrade TVOE PMAC Server at Site2 (if applicable)
Firmware (if applicable)

Upgrade Primary (Sitel) CMP

Upgrade Secondary (Site2) CMP (if applicable)
Segment 1 Sitel:

ouhkwWwN

a. Upgrade MPE clusters

b. Upgrade MRA clusters
7. Segment 1 Site2:

a. Upgrade MPE clusters

b. Upgrade MRA clusters
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8. Segment 2 Sitel:
a. Upgrade MPE clusters
b. Upgrade MRA clusters
9. Segment 2 Site2:
a. Upgrade MPE clusters
b. Upgrade MRA clusters

1.4.1 Prerequisites

The following procedure table verifies that all required prerequisite steps needed to be performed
before the upgrade procedure begins.

TVOE, PMAC and Firmware might need to be upgraded prior to upgrade to Policy Management release
12.6.

Procedure 1 Prerequisites

Step Procedure Details

1. [] | Verifyall As listed in section 1.2.9 Required Materials and Remote Access.
required
materials
are
present

2. [] | Review Review Policy Management 12.6 Release Notes for the following information:
Release

Notes e Individual software components and versions included in target release.

e New features included in target release.
e Issues (bugs) resolved in target release.
e Known issues with target release.

e Any further instructions that may be required to complete the software upgrade for
the target release. In particular, the supported browsers: In release 12.6, only Mozilla
Firefox and Google Chrome are fully supported.

—End of Procedure—

1.4.2 TVOE and PMAC Server Upgrade

Policy Management release 12.6 requires PMAC Version 6.6.1 to support IPM of TPD 7.8.0 on c-Class
servers.

PMAC can IPM TPD on a c-Class server if the server is introduced either for disaster recovery (DR) or
when adding new servers to an enclosure (for example, capacity expansion).

See Appendix A to upgrade the TVOE and PMAC.

1.4.3 Firmware Upgrade

See the release notes for the list of ISO image files required for the firmware upgrade you are installing.

1.4.4 Plan and Track Upgrades

The upgrade procedures in this document are divided into the following sequential steps:
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Prerequisite: TVOE and PMAC Server upgraded. Firmware upgrade deployed if necessary.

1. Upgrade CMP clusters

2. Upgrade MPE/MRA clusters

Table 4 can be completed before performing the upgrade, to identify the clusters to be upgraded and
plan the work. It can also be used to track the completion of the upgrades, and assign work to different
engineers.

NOTES:

Policy changes or configuration changes should NOT be made while the system is in mixed-

version operation.
Time estimates are for upgrade procedure without backout procedure. Backout procedure time

is typically the same as, or less than the upgrade procedure.

Table 4 Upgrade information

Step

Procedure

Result

Engineer

Time

1.

[

Use the following
checklist to plan
the cluster
upgrades for the
entire system.

Maintenance windows are planned

Upgrade Sitel
and Site2
TVOE/PMAC

Site Names

and

3 hrs

Upgrade Sitel
and Site2 CMP
clusters.

Each cluster
takes
approximately 1
and % hours to
complete

Site Names

and

3 hrs

Upgrade Sitel
MPE/MRA
clusters for
Segment-1

Site Names

Cluster List:

2 hrs
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Step Procedure Result Engineer | Time

5. [ ] | Upgrade Site2 2 hrs
clusters for Site Names
Segment-1 Cluster List:

6. [ ] | Upgrade Sitel 2 hrs
clusters for Site Names
Segment-2 Cluster List:

7. [] | Upgrade Site2 2 hrs
clusters for Site Names
Segment-2 Cluster List:

—End of Procedure—
1.4.5 Perform System Health Check

Use this procedure to determine the health and status of the servers to be upgraded and must be run at
least once within the time frame of 24 to 36 hours prior to the start of a maintenance window.

Procedure 2 Perform system health check

Step

Procedure

Result

1.

[

CMP GUI Access

Open a supported browser (Mozilla Firefox or Google Chrome) to access the
Primary CMP GUI on its VIP address and login to verify access.
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Step Procedure Result

2. [] | View Active Identify the cause of any existing active alarms, and determine if these may have
Alarms impact on the upgrade. Export current alarms to save into a file.

IMPORTANT: Before starting any upgrade activity, ensure that all active
alarms are understood and resolved.

3. [] | ViewKPIreports | Verify that the system is running within expected parameters. Export current
KPIs into a file.

4. [ ]| Confirm NTP 1. Validate the IP connectivity between the server and NTP servers by PING.
servers are
reachable from
all the servers
(CMP, MPEs and $sudo ntpg -np
MRAs) to be 3.
upgraded

2. Confirm that time is synchronized on each server using the following CLI
shell command:

Confirm that date is correct on each server.

4. Check that BIOS clock is synced with the clock using the following CLI shell

NOTE: If the time command:

across the
servers is out of
synch, fix it and
re-validate this
step, before
starting the
upgrade
procedures.

$sudo hwclock

—End of Procedure—

1.4.6 Deploy Policy Management Upgrade Software

Software should be deployed to each Policy Management server /var/TKLC/upgrade directory, before
the actual upgrade activities. This is typically done with utilities such as SCP, WGET or SFTP. Because of
the large size of the software ISO file, sufficient time should be planned to accomplish this step. For
Policy Management release 12.6, each ISO image size is about 1.3 Gigabytes.

1.4.6.1 Deploying Policy Management Upgrade Software to Servers

There are four possible software images in this upgrade (CMP, MPE/MPE-LI or MRA). A single image
must be deployed to the /var/TKLC/upgrade directory of each server to be upgraded, where the image is
the correct type for that server. That is, the CMP software image must be deployed to the CMP servers,
the MPE image deployed to the MPE servers, and so on.

IMPORTANT: If the deployed image type (CMP, MPE, MRA, etc.) does not match the existing installed
software type, the upgrade fails. Example: An attempt to upgrade a CMP with an MPE software image
fails during the Upgrade action.

NOTE: To change a server from one application type to another, the server must be cleaned of all
application software by an Install OS action using the PMAC GUI, and then the new application type
installed.

Also, if multiple images are copied into the /var/TKLC/upgrade directory, the upgrade fails.

1.4.6.2 Copy ISO image files to Management Server (PMAC)

NOTE: Not all Policy Management systems use a PMAC server. If that is the case, skip to the next section.
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Use this procedure to transfer the upgrade ISO files to the PMAC servers at each site to be upgraded,
and loads the ISO files into the PMAC software image repository. This is done as a placeholder for future
use of the software.

IMPORTANT: PMAC is not used for upgrade activities. The purpose of Use this procedure to be
prepared for server recovery activities in case a server must be re-installed with software.

NOTES:

ISO file transfers to the target systems may require a significant amount of time depending on
the number of systems and the speed of the network. The ISO file transfers to the target
systems should be performed prior to and outside of the scheduled maintenance window.
Schedule the required maintenance windows accordingly before proceeding.

Because the ISO files are large, the procedure includes instructions to check the space available
in the /var/TKLC/upgrade directory before copying the ISO files to the directory. After the Add
Image action on the PMAC, the ISO files are registered in PMAC, and stored in the
/var/TKLC/smac/image/repository directory, which is very large.

Procedure 3 Copy ISO image files to Management Server

Step Procedure Result
1. [] | PMACGUI: 1. Logon tothe PMAC Server GUI
Verify that .
release 12.6 2. Navigate to Software 2 Manage Software Images.
ISO files are 3. Confirm that the release 12.6 I1SO files do not exist. If there are files, remove
not on the them.
server
2. [] | SSHtoPMAC 1. Logon asadmusr to the PMAC server.
Server as 2. Change Target directory to /var/TKLC/upgrade and ensure there is at least of
admusr . .
3.0 GB free disk space available.
Scd /var/TKLC/upgrade
$df -h /var/TKLC
NOTE: If there are ISO files in the /var/TKLC/upgrade directory, you can remove
the files to free up disk space or add the files to the PMAC repository.
3. [] | Copy release 1. Transfer all release 12.6 I1SO files (CMP and non-CMP) into directory

12.6 I1SO files
to the target
directory in
the PMAC
server

/var/TKLC/upgrade using one of the following methods:
2. SCP/WGET command in the following steps outline in this procedure
USB drive

NOTE: If the directory becomes full, you may have to use the scp command to
transfer one ISO file at a time. Verify that the ISO file is in the directory before
adding the next ISO file. You may also use the
/var/TKLC/smac/image/isoimages/home/smacftpusr directory which has more
available space.
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new release
12.6 1SO files

server.

Step Procedure Result
4. |:| PMAC GUI: 1. Navigate to Software = Manage Software Images.
Adding the 2. Click Add Image to select the ISO files that were transferred to the PMAC

B

ORACLE’ Platform Management & Configuration

3 wiain Menu
[= 3 Hardware

6.6.1.0.066.9.0

Main Menu: Software -> Manage Software Images

[ Pause Updates | Help | Loggedin Account guiadmin v

[5] £33 System Inventory
[+] (] Cabinet 120
[3 (] Cabinet 130
[3 FRU Info
[+ (] System Configuration
[5] 3 Software
[ Software Inventory
[3) Manage Sofware Images
[7) VM Management
[ (7 Storage
(¢ (] Administration
[=] {3 Status and Manage
[ Files
1) TaskMonitoring
g Help
[0) Legal Notices
(3 Logout

Image Name

cmp-12.5.0.0.0_63.1.0-486_64
Ccmp-125.0.2.0_8.1.0-x86_64
Ccmp-125.0.4.0_8.1.0-x86_64
cmp-126.0.0.0_25.1.0-486_64
mpe-12.5.0.0.0_63.1.0-86_64
mpe-125.0.20_8.1.0486_64
mpe-126.0.0.0_25.1.0-486_64
mra-12.5.0.0.0_63.1.0-x86_64
mra-12.50.2.0_8.1.0-x86_64
mra-12.6.0.0.0_22.1.0-x86_64
mra-12.6.0.0.0_251.0-x86_64
TPD.install-7.6.0.0.0_88.54.0-OracleLinux6.9-x86_64
TPD.install-7.8.0.0.0_89.5.0-OracleLinux6.10-x86_64

TN install-7 8000 83 3-Oraclel ini 10486 Aid

A

Add Image

Type

Upgrade
Upgrade
Upgrade
Upgrade
Upgrade
Upgrade
Upgrade
Upgrade
Upgrade
Upgrade
Upgrade
Bootable
Bootable

Rontanle

Architecture  Description

X86_64
X86_64
X86_64
x86_64
X86_64
¥86_64
36_64
X86_64
¥86_64
X86_64
x86_64
X86_64
186_64

¥R A4

Tue Aug 10 06:35:2}

CMP_12.5 -
12.5.0.2 Karina upgrade test
CIP 125.0.4 Karina

12500karina
MPE 125.0.2 Karina Upgrade Test

12500karina

MRA125.0.2 Karina Upgrade Test
1RA_22

Pass2MRAbuild

TPD_76

testfar TPN 78 6 3

[site] | Updates enabled

7

pyright ® 2010, 2021, Oracle and/or its affiliates. All righ

Path: acimagefiscimages/home/smacttpusrmpe-12.6.0.0.0_25.1.0-x86_64.is

-

Description:

MPE-12.6.0.0.0_ 2§

| LogOut

2021 UTC

ps reserved,

Add New Image  Cancel

Click Add New Image.

Image Name

£mp-125.0.0.0_63.1.0-486_64
cmp-125.0.2.0_8.1.0-486_64
cmp-12.5.0.4.0_8.1.0-x86_64

mpe-125.0.0.0_63.1.0-x86_64

Type

Upgrade
Upgrade
Upagrade
i Upgrade
Upgrade

Architecture Description

¥86_64

T

1 %B6_64
I

#36_64

CMP_125
12.5.0.2 Karina upgrade test
CMP12.5.0.4 Karina

12500karina
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Step Procedure Result

5. |:| PMAC GUI: Navigate to Software > Manage Software Images.
:/Seonmti\:(::::etrze The status of the image being added can be monitored using the Task Monitoring
added menu with the display as the following:
successfully B 301 Addimage Done: cmp-12.6.0.0.0_25.1.0-x86_64 COMPLETE NiA 0:00:50 2021.08-02

10:21:52

NOTE: The added ISO files are now stored in the
/var/TKLC/smac/image/repository directory

—End of Procedure—

1.4.6.3 Distribute Application ISO Image Files to Servers

This procedure applies to all server types. It assumes that the ISO image files is electronically copied to
the sites to be upgraded.

NOTE: ISO transfers to the target systems may require a significant amount of time depending on the
number of systems and the speed of the network. The ISO transfers to the target systems should be
performed prior to and outside of the scheduled maintenance window. Schedule the required
maintenance windows accordingly before proceeding.

The distribution can be done in one of the following ways:

e Manual Distribution
e PMAC Distribution

Manual Distribution

Procedure 4 Manual Distribution

Step Procedure Result
1. Transfer ISO files to 1. Transfer release 12.6 ISO files (CMP and non-CMP) into the
Policy Management /var/TKLC/upgrade directory on the respective server using one of the
server. following methods:
- SCP/WGET command
- USBdrive

2. Ifthe images are on a server in the same network, scp the files using
the CLI, for example, for CMP:

3. Copy CMP software ISO file to ONE of the other CMP servers:

$sudo scp cmp-12.6.0.0 25.1.0-x86 64.iso0
user@remote host.com:/var/TKLC/upgrade/

4. Repeat for one server of all clusters.

NOTE: After copying the I1SO to one of the respective servers, the 1ISO
Maintenance is used to upload to the rest of the servers.

—End of Procedure—

PMAC Distribution

The PMAC product is not used during Policy Management upgrade and backout procedures. However, if
your topology is supported by PMAC servers, you should add the Policy Management ISO images to the
PMAC image repository to support new installations and server field replacements.
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Collect the following information and material beforehand:

e The URL of the PMAC server and the guiadmin password
e The Policy Management ISO files, loaded into the directory /var/TKLC/upgrade on the PMAC
server

NOTE: You can instead add images from the following sources:

e Media mounted in the CD/DVD drive of the PMAC host
e USB media attached to the PMAC host
e External mounts (prefix the directory with extfile://)
These local search paths:
/var/TKLC/upgrade/

/var/TKLC/smac/image/isoimages/home/smacftpusr/

NOTE: CD, DVD, and USB images mounted on the PMAC VM host must be made accessible to the PMAC
VM guest. To do this, go to the Media tab of the PMAC View VM Guest page on the PMAC VM
Management page.

This procedure assumes the ISO file is located in the /var/TKLC/upgrade directory on the PMAC server.

Procedure 5 PMAC Distribution

Step Procedure Result

1. |:| Log in to PMAC Open a browser, enter the URL of the PMAC server, and log in as guiadmin.
The PMAC Main Menu opens. For example:

ORACLE' piatform Manzgement & Configuration 651006390 [ PauseUpdees | Help | Logoedinfccunt giain . | LogOut

Platform Management & Configuration

Tue Aug 10 06:42:51 2021 UTC
mnventary

[ [C] Cabinet 120
[#] ) Cabinet 130
) FRUInfo
1 [ System Configuration
= 3 Sofware
7 Sofware Invetory
e Software Images

This is the user-defined welcome message.
Itcan be macified using M ‘General Opfions page, facnied iz e Main Meny's woministraion suamen

=20 \r\;:naw Login Name: guizdmin
BE p— Last Login Time: 2021-08-09 14:1523
7 (3 s andllanage i Last Login IP Address: 10454 11054
2 Fies RecentFae Logn Atiemls: 0
) Task Monitoing
@Hep
) Legal Natices
3 Logout
< >

Oracle and Java are registered rademarks of Orade Corporafion andirits affiliztes. Ofher names may be rademarks offheir
respecive oATers.

Copyright & 2010, 2021, Oradle andor ts affiiates. Al ights reseved.

[site] | Updates enabled
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Step

Procedure

Result

[

Select the ISO
image

1. Navigate to Main Menu - Software = Manage Software Images.

2. The Manage Software Images page opens. For example:

ORACLE' piztforn Management & Configuration  6.6.1.0.0-66.9.0 [ Peuse Updates | Help | Loggedin Account guiadmin - | Log Out

= 2 MainMenu .
% . ;m Main Menu: Software -> Manage Software Images
== = Tue Aug 10 06:35:26 2021 UTC
] 3 System nventory Tasis'
8] ] Cabinet 120
@ C) Cabinet 130
- 9 At 1 Image Name Tive Architectire  Descriphion
3 U
4 £ st Conguraion Cmp-1250.00 631 0aB 54 Upate 564 CUP_125 a
= {3 Soware emp-125.020 810485 64 Upgrade 185 64 125.0.2 Karina upgrade test
] Sofware meiory ompA250.40 810485 64 Ugade A4 CHP12504Ksma
] Wanage Safwarz Images ) -
Wit CMp-126000_2510:486 54 Upgrate 186 64
@ [ Strage mpe-1250.01 6310285 84 Upade 18664 12500kanina
3 [ dminisizbon Mpe-125.0.20_8.10436_54 Upgmie 19684  MPE12502KarinaUpgrade Test
=) 3 Staius and Manape ~
e \ mpe-1260.0 2510285 84 Upyrade 186 64
F) TeskManiaing mra1250.00_5310985 54 Upgrade 18664 12500karina
Qe 125020 81 0486 64 Upgrade 8654 MRA12502Karna Uporade Test
Legal ot
[ LegalMotozs ra26.000 221098 64 Upoade 584 WA
[ Logout
. 5 mra-126000_2510585 54 Uprade 8664 PassoliRAbuild
TPDNSIEET6000 835400 NG S8 64 Bootadle 1564 TFOTE
TPD.nstalk-73.0.0.0_89.5.0-OradeLinw. 10-486_54 Boolable 1864
TPDinstal-78 000 835 L0racdel ininf 1086 A4 Rontahle WA Al festfor TPD7E 6 3 b

Addimage

Copyight § 2010, 2021, Oradle andjor s affiates. Al ights reseve.

[site] | Updates enabled

3. Click Add Image (at the bottom of the page).The Manage Software
Images [Add Image] page opens. For example:

Path: acfimagefisoimageshome/smactpusrimpe-12.6.0.0.0_25.1.0+x86_64.isl ¥

MPE-12.6.0.0.0 29

Description:

Add NewImage  Cancel

4. Select the ISO file from the Path list and click Add New Image.
Tip: You can enter a description of the ISO file before adding it.

You are prompted: Click OK to remove the image from
/var/TKLC/upgrade directory after it is added to the repository. Click
Cancel to leave it there.
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Step

Procedure

Result

[] | Move the ISO file
to the repository

Click OK to move the file (or Cancel to copy it).
The ISO file is loaded into the PMAC image repository in the background.
Tip: You can click Tasks to check the progress of the task.

When the upload is complete, the ISO file is in the list. For example:

Image Name Type Architecture  Description
emp-125.0.00 631 0-485_54 Upgrade %36 54 CHP_125 "
cmp-125.020_8.1.0-486_64 Upgrade ¥86_64 125.0.2 Karina upgrade test
cmp-125.04.0_81.0-486_64 Upgrade ¥B6_6d CMP 12 5.0.4 Karina
[rmmmmmm oo s B el et TomTmmmmmmmmmmmmmmmmmmmmmemmmmnnes 1
| emp-12.6.0.0.0_25.1.0-486_54 Upgrade [ xB6_64 i |
L 1 1 | 1
mpe-12.5.0.0.0_63.1.0-x86_64 Upgrade ¥86_64 12500karina
4. [] | Verify that the Enter the following command:
Image is not in the $ sudo ls /var/TKLC/upgrade
directory
5. [] | Load addition files If you are loading multiple ISO files into the image repository, repeat steps 2
through 4 until all files are loaded.
6. |:| Remove media When you finish, remove the CD/DVD media or unmount the USB device.
—End of Procedure—
1.4.6.4 Backups and Backup Locations

Perform the backups prior to the maintenance window period.

Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step
number.
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Procedure 6 Backups and Backup Locations

Step

Procedure

Result

1.

[

SSH CLI/iLO: Access
the server to be
backed up

NOTE: System
backup is done on
active CMP servers
ONLY.

IMPORTANT: Server backups (for each CMP and non-CMP server,
active/standby/spare), and the system backup (from the active
CMP), must be collected and readily accessible for recovery

operations.
1. Logininto the active Primary CMP server.
2. Open the platcfg utility.
$sudo su - platcfg
3. Navigate to:
Policy Configuration = Backup and Restore = Server Backup
4. Provide (or use the suggested) ISO backup filename in the default backup
location path of:
/var/camiant/backup/local archive/serverbackup/<filename>.iso
5. Go back to the previous menu.
Policy Configuration-> Backup and Restore
6. Select System Backup.
7. Provide (or use the suggested) tarball backup filename in the default

backup location path of:

/var/camiant/backup/local archive/systembackup/<filename>.tar
.9z

1 Set backup location |

The tarball path: RV UTEN Y TN TN ES TR I FIPETES T
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Step

Procedure

Result

[

SSH CLI/iLO: Verify
the backup ISO file

If default location is accepted in the previous step, change to the following
directory and verify the file. For example for an MPE server backup:

$ cd /var/camiant/backup/local archive/serverbackup

$ 1ls <hostname>-mpe- 12.6-serverbackup-
<yyyy><mm><dd><hhmm>.1iso

And for the system backup:
$ cd /var/camiant/backup/local archive/systembackup

$ 1ls <hostname>-cmp 12.6-systembackup-
<yyyy><mm><dd><hhmm>.tar.gz

location

3. |:| Copy backup files. 1. Copy the files to remote server or local workstation/laptop.
2. Example of a remote server copy.
$ sudo scp
/var/camiant/backup/local archive/systembackup/xx tar.gz
<remoteserver ipaddress>:<destinationpath>
3. Remove the backup ISO file from the TPD Sever.
$sudo rm <backup filename>.iso
4. [ ]| !dentify backup Backup location is:

Instructions to access to backups are as follows:

—End of Procedure—
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1.5 Upgrade CMP clusters (12.5.0/12.5.0.4 to 12.6)

Use this procedure to upgrade the Sitel CMP cluster, and if needed, upgrade the Site2 CMP cluster in a
single maintenance window.

1.5.1 Upgrade CMP clusters Overview

Upgrade Primary CMP cluster
Start upgrade

Failover

Log back into the CMP GUI
Continue upgrade

Upgrade Secondary CMP cluster
Start upgrade

Failover

Continue upgrade

O NOUREWNR

©

This procedure should not be service affecting, but it is recommended to perform this in a maintenance
window.

It is assumed that the CMPs may be deployed as 2 georedundant clusters, identified as Sitel and Site2 as
displayed on the CMP GUI. When deployed as such, one site is designated as the Primary Site (which is
the site that is managing the Policy Management system), and the other is as Secondary site (this site is
ready to become Primary site, if needed).

If the System is deployed with only ONE CMP, then the upgrade of the Secondary CMP can be skipped.

Identify the CMP sites to be upgraded, and verify which site is the Primary site and which site is the
Secondary site:

Check off (\/) each step as it is completed. Boxes have been provided for this purpose under each step
number.

Topology
Operator Site Designation
CMP Sites Site Name (Sitel or Site2) CMP Server-A CMP Server-B
Server-A Hostname Server-B Hostname
. . Server-A IP Address Server-B IP Address
Primary Site
Server-A HA Status Server-B HA Status
Server-A Hosthname Server-B Hostname
Secondary Server-A IP Address Server-B IP Address
Site
Server-A HA Status Server-B HA Status
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IMPORTANT:

e Sitel CMP MUST be upgraded to the new release before the Site2 CMP
e CMP servers MUST be upgraded before the non-CMP clusters

NOTE: The following steps use build 12.5.0.0.0_63.1.0 as example.

1.5.2 Upgrade Primary CMP cluster

Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step

number.

Procedure 7 Upgrade Primary CMP cluster

Step Procedure Result
1. [] | CMPGUL: Navigate to System Wide Reports = Alarms—> Active Alarms.
Verify alarm ] . . . .
statuz Confirm that any existing alarm is understood and is not an impact to the upgrade
' procedure. If has critical alarm like 70020 (The current MYSQL master has an
outdated database), should solve this alarm then continue to upgrade.
Capture a screenshot and save it into a file for reference.
Oracle Communications Policy Management B
Active Alarms ( Last Refresh:09/10/2018 10:32:35 )
Save Layout [ colomns___*][ Filters ¥ ][ printable Format ][ Save as csv_|[_ ExporipoF |
Server ST“;;:" Severity | Alarm ID Age/Auto Clear Description Time Operation
2 [] | CMPGUI: 1. Navigate to System Wide Reports = KPI Dashboard.
Verify Traffic . . . .
Statuys kP 2. Confirm that all Connections and Traffic status are as expected. Observe it for a
few refresh updates.
Dashboard P
Report 3. Capture the screen and save it into a file for reference.

09/09/18 09:30 PM | admin | Log|

Oracle Communications Policy Management

KPI Dashboard { Last Refresh:09/10/2018 10:35:05 )

Performance Alarms Protocol Errors
TPS PCD TPS Total TPS PDN =i Critical Major Mino Sent Received
Subscribers
MRAs selected o 0 o 0 0 o 0 0 0 0
MPEs selected o 0 o 0 0 o 0 o 0 o
mra Performance Connections Alarms
Active Network
Local | PcD | Total Memory .
MRA state | T2 Ee = PDN  Subscri CPU % & MPE MRA Element Critical Major = Minor
bers s
@ mra(Server-A) Active 0 0 0 0 0 2 18 10f1 | oofo QRIELY o 0 o o 0
@ mra(Server-B) Standby 2 e
Active - Dat &
mPE State | TPS PDN  session cpu % MUY mpa ata critical| Major | Minor | sent  Receve
- %o Sources d
@ mpe(Server-A) Active 0 0 0 2 12 10f1 | 1of1 o ] o o o
@ mpe(Server-B) Standby 2 e
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Step

Procedure

Result

[

CMP GUI:
Capture
MRA
Advanced
Settings

1. Capture screenshots of the advanced settings on the MRA prior to upgrading the
CMP and save them into files for future reference check.

2. Navigate to MRA - Configuration = <mra_cluster name> > MRA.

3. Click Advanced Settings.

Multi-protocol Routing Agent: njbbs07mra01

System | Reports | Logs Diameter Routing T Session Viewer W

MRA Administration

Modify | Cancel

(JExpert Settings

Category Configuration Key Type
Diameter DIAMETERDRA. Cleanup.CheckForsuspectBindings  boolean
Diameter DIAMETERDRA. Cleanup.CheckForStaleSessionsIngine boolean
Diameter DIAMETERDRA.StaticMigrationModeEnabled boolean
Diameter DIAMETERDRA. Cleanup.BindingValidityTime int
Diameter DIAMETERDRA. Cleanup.CheckForStaleBindings boolean
Diameter DIAMETERDRA. Cleanup.MaxBindingCleanupRate int
Diameter DIAMETERDRA. Cleanup.MaxBindinglterationRate int
Diameter DIAMETERDRA.Cleanup.BindingCleanupInterval int

(service Overrides

Category Configuration Key Type
DRADRMA @ cracrMA.EnableRoutingEnhancements boclean
DRADRMA.Load @ oraprMA Load.EnableLoadenhancements boolean
MRADB.CRABinding (B MRADB.DRABInding.PrimaryKey String

value
true
true
false
864000
false
250
1000
86400

Value

false
false

IMSI

W Filters * | %) Export *
Default Value Comments
true
true
false
864000
false
250
1000
86400

W Filters * |#) Export ™
Default Value Comments
true
true

null

4. Alternatively, settings can be exported clicking Export on the right within each

setting.
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3. Click Advanced Settings.

Step Procedure Result
4. [] | CMPGUI: 1. Capture screenshots of the advanced settings on the MPE prior to upgrading the
Capture CMP and save them into files for future reference check.
E
MP 2. Navigate to Policy Server 2 Configuration 2 <mpe_cluster name> - Policy
Advanced
. Server
Settings

Modify | _Cancel

(JExpert Settings

Category

Diameter
pemm

Diameter
Diameter
Diameter
Diameter

Diameter

(*)service Overrides

Category
DIAMETER.Gx

SH.Retry
DIAMETER
DIAMETER.ENF

RCORMA

Policy Server Administration

Policy Server: njbbs07mpe01

((Svstem | Reports | Loos |jRaliousemven] Dimeter Routing | Policies | Data Sources | Sessian Viewer |

Configuration Key Type
DIAMETER.AF.AuditForAuthLifetime boolean
PCMM.Cleanup.CleanupstalePcmmsessions boolean

DIAMETER.AF.EnableGracePeriodForSubscriptionExpil boolean

DIAMETER.AF.AuthLifetime int
DIAMETER.Cleanup.SessionCleanupStartTime String
DIAMETER.Cleanup.MaxSessionValidityTime int

DIAMETER.Cleanup.MaxDurationForSessionIteration int

Configuration Key Type
® DIAMETER.Gx.SupportEventTimeStampOnCCRI boolean
@ sH.retry.Enabled boolean

@@ p14METER PolicyExecutionOnSessionTermination boolean
@ o1amETER ENF.UPdateqosFromDefaultrule boolean

@ rcorMa.EnableRoutingEnhancements boolean

Value

false

false

false
86400
Undefined
172800
7200

Value

true
true
false
true

false

T Filters * ) Export ¥

Default Value Comments
false
Value cannat be
true changed in this
mode.
false
86400
Undefined
172800
7200 -

W7 Filters * ) Export ¥

Default value Comments

false
false
true

false

true

4. Alternatively, settings can be exported clicking Export on the right within each

setting.

CMP GUI:
Identify and
record the
CMP
cluster(s)

1. Navigate to Platform Setting—> Topology Settings = All Clusters.

Cluster Settings

Name Appl Type Site 0AM VIP Server-A Server-B Server-C Operation
Preference
CMP Sitel Cluster (P) CMP Sitel N/A 10.75.175.65/25 | 10.75.175.45 | 10.75.175.55 N/A View Demote
Cluster
CMP Site2 Cluster (S) CMP Site2 N/A 10.75.175.66/25 10.75.175.46 | 10.75.175.56 N/A View Delete
Cluster (FS)
mpe300 MPE Normal 10.75.175.67/25 10.75.175.37 | 10.75.175.47 | 10.75.175.57 View Delete
(P)
N/A (S)
mra300 MRA Normal 10.75.175.68/25 10.75.175.38 | 10.75.175.48 | 10.75.175.58 View Delete
(P)
N/A (S)

2. Note which cluster is the primary and which cluster is the secondary.

3. The Primary CMP is noted with a P in parenthesis and a Secondary CMP is noted
with an S in parenthesis.

4. Save a screenshot for future reference.
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guam-—

Step Procedure Result
6. |:| CMP GUI: 1. Navigate to Upgrade = Upgrade Manager.
Verify the
status of the UPGRADE
CMP IS0 Maintenance
clusters
[ Upgrade Manager -]
2. Confirm the CMP clusters have the following:
- Active/Standby status
- Running release 12.5.0/12.5.0.4
El [¥] CMP Site1 Cluster (2 Servers)
CMP5109 n'a
3. Navigate to Upgrade = ISO Maintenance.
UPGRADE
[ISO I-1aintenance]
Upgrade Manager
Release 12.6 ISO files copied to at least one of each server types (CMP/MRA/MPE)—
Meaning, a copy of the MPE ISO file is on one of the MPE servers, an MRA ISO file is
on one of the MRA servers and a copy of the CMP ISO file is on one CMP server
7. []|ssHcU 1. Exchange keys to all servers from the Sitel (Primary) Active CMP. Login as admusr
Primary and run the following command:
Active CMP: S$sudo gpSSHKeyProv.pl --prov
Exchange
Keys
2. Enter the password for admusr.
3. Ensure that the keys are exchanged successfully with all the server clusters:

cmp-la ...

guam-mra-1b

guam-—

cop-1b ...

gquam-mra-la
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Step

Procedure

Result

[

CMP GUI:
Access into
Primary
CMP
Server—
Remove old
ISO files
from
servers.

P W N

5.

6.

Navigate to Upgrade = I1SO Maintenance.
Select the servers that show old ISO files.
Select the server cluster.

Select Operations = Delete ISO to remove any older ISO files.

Save Layout Columns ] | Filters
Running
Name Appl Type P Release 150
5] CMP Site1 Cluster CMP Site1 Cluster
CMPL75-41 CMP Sitet Cluster 107507581 25000 B G5 50,00 38.4.0-x86_64.50
12.5.0.0.0_39
CMP175-51 CMP Sitel Cluster 10.75.175.51 ag  Hemp-12.5.0.0.0_39.4.0-x86_64.is0
) mpe MPE
MPE175-42 MPE 107507542 7000 Finne 112.5.0.0.0_39.4.0x86 s4.is0
worsress RO EG 00 550 oo
= mra MRA
MRA175-43 MRA 10.75.175.43 12'4'01'%'D’51mra-]Z.S.D.D.ﬂ_39.4.D-xEE_Ed.\su
12.4.0.0.0_51
MRAL75-53 MRA 10.75.175.53 to " ¥mra-12.5.0.00_39.4.0-x86_s4.ise

Click OK to continue and wait until seeing the successful deletion message

Are you sure you want to execute Delete 1S0O?

Wait until the ISO Maintenance page is refreshed and the ISO column does not
show any old ISOs.
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Step Procedure Result
9. []|CMPGUI Navigate to Upgrade = I1SO Maintenance.
Distribute
. Filter by server type (optional, but preferred ste
ISO files to ¥ ype (op ! P P)
CMP/MPE/ One application at a time, select one server type (CMP, MPE, etc.) to be
MRA servers upgraded.
NOTE: This NOTE: The ISO files for each application type must be copied over to at least one
step server. See Distribute Application ISO Image Files to Servers.
depends on Select Operations = Upload ISO.
the ISO file i
IS0 Maintenance ( Last Refresh :09/11/2018 15:43:19 )
type. v T | T  Er—
Distribute —
. Fl Name Appl Type P Release 150 Delete 1SO
ISO fl Ies V] CMP Sitel Cluster CMP Site1 Cluster
accord |ng|y £l CMP175-41 CMP Sitel Cluster 10.75.175.41 ‘7'53'”1'[5”—5
' v CMP175-51 CMP Site1 Cluster 10.75.175.51 u'%?{%n’s

7] mpe MPE

L MPE175-42 MPE 107517542 1230006

El MPE175-52 MPE 10.75.175.52 12'%?{%0’6

V] mra MRA

£l MRA175-43 MRA 10.75.175.43 12'53'”1'%‘”—5

v MRA175-53 MRA 10.75.175.53 12.4.0.0.0_51

Fill in the dialog with the following information:

Mode: Select SCP

ISO Server Hostname/IP: <IP_address_where_ISO_files_are_located>

User: admusr

Password: <admusr_password_for_the_server>

Source ISO file full path: /var/TKLC/upgrade/ <server_type_iso_filename>

Click Add.

When completed, the ISO column is populated with the I1SO filename and a
notification of [100%]

Repeat for all cluster types.
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Step Procedure Result

10. CMP GUI: 1. Navigate to Upgrade = I1SO Maintenance.
V.erlf.y IS(? 2. Verify that the release 12.6 ISO file of the correct type is shown for each server.
distribution
to all the 3. When completed, the ISO column is populated with the ISO filename and a
server notification of [100%)].

NOTE: For those servers where the ISO file was copied from the local machine, there
is not be a 100% indicator. This indicator is only available when transferring ISO files
using the ISO management feature.

Oracle Communications Policy Management

IS0 Maintenance ( Last Refresh :09/10/2018 10:54:39 )

e BT | pe
Running
Name Appl Type P Release 150
CMP Sitel Cluster CMP Sitel Cluster
CMP175-41 CMP Sited Cluster 10.75.475.41 125000 Flemp.12.6.0.0.0_26.1.0-x86_64.is0
CMP175-51 CMP Site1 Cluster 10.75.175.51 12'53'?1'%0-6 [Tlemp-12.6.0.0.0_26.1.0-x85_s4.is0
=] mpe MPE
MPE175-42 MPE 107517542 1250008 Dimpe-ii-12.6.0.0.0_26.1.0-x86_64.is0
12.5.0.0.0_6
MPEL75-52 MPE 10.75.175.52 510~ Clmpe-li-12.6.0.0.0_26.1.0-x86_64.is0
=] mra MRA
MRAL175-43 MRA 10.75.175.43 12.53_01.00_075 Dmrarlz.ﬁ.ﬂ.ﬂ.ﬂ_zﬁ.l.D'xBG_Sﬁl‘ISU
MRA175-53 MRA 10.75.175.53 LZ'SS'F'iF'dD-E [Crmra-12.6.0.0.0_26.1.0-x86_64.is0
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Step Procedure Result
11. CMP GUI: 1. Navigate to Upgrade = 1SO Maintenance.
Push the
Release 12.6 ~UPGRADE
upgrade 150 Maintenance
scripts to all
servers Upgrade Manager
2. Select all the servers in the topology as shown.
3. Select Operations = Push Script operation.
TS0 Maintenance | Last Refresh :00/11/2018 15:43:19 )
< Layout [ coumns -] Oparatipns
Name Appl Type ™ Relesse 150 Delete 150,
[S] CMP Sitel Cluster CMP Sitel Cluster
CMP175-41 CMP Sitel Cluster 10.75.175.41 12.53.01.2).0_5 [Zlemp-12.6.0.0.0_26.1.0-x86_64.is0
CMP175-51 CMP Sitel Cluster 10.75.175.51 lz'%?{%n’s EmDrll.s.C 0.0_26.1.0-x86_64.is0
= mpe MPE
MPE175-42 MPE 10.75.175.42 12'%?{%0—6 mpe-h-12.6.U.U.U,26.L.U-xSS,SZHSD
MPE175-52 MPE 10.75.175.52 12'559{%0—5 [#Impe-1i-12.6.0.0.0_26.1.0-x86_84.iso
= mra MRA
MRA175-43 MRA 10.75.175.43 25000 Finra-12.6.0.0.0_26.1.0-x86 sa.iso
MRA175-53 MRA 10.75.175.53 ”1.2.'“5;61:%.0:6”mrar11-6-0‘0C,ZSLC-KEG,G%su
4. Onthe warning dialog, click OK to continue the operation.
Are you sure you want to execute Push Script?
| 0K | | Cancel |
After a minute or so, a successful popup window similar to this should appear:
Upgrade Command [ ]
Push Script
CMP175-41 10.75.175.41 0K
CMP175-51 10.75.175.51 0K
MPE175-42 10.75.175.42 0K
MPE175-52 10.75.175.52 0K
MRA175-43 10.75.175.43 0K
MRA175-53 10.75.175.53 0OK
12. Primary 1. Logon to the primary active CMP as admusr and copy the 12.6 ISO file to the
Active CMP: /var/camiant/iso directory:
SS_H to $sudo cp /var/TKLC/upgrade/cmp-12.6.0.0.0 x.1.0-x86_64.is0/var/camiant/iso/
primary
active CMP 2. Verify the copy by using the following command:
and copy $ 1ls /var/camiant/iso/
ISO file to
/var/camia
nt/iso
directory
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13. [] | CMPGUL: 1. Navigate to Upgrade = Upgrade Manager.
Locate the . . .
2. Select the Current ISO. In this case it is labeled Install Kit.
new 12.6
upgrade Upgrade Manager
manual Current IS0: Install Kit
Start Rollback Start Upgrade “iew Upgrade Log L Fitter Columns +  Advanced
A dialog box with a description of the ISO file that was copied into the
/var/camiant/iso directory opens.
3. Highlight the ISO file and click Select incremental-upgrade-12.6... located in the
bottom right-hand corner of the window.
Select ISOs
Last Updated: 8/9/2021 12:29:53 , —
Please select one of the following options: A Fitter Columns
Label Release File Path Description
incremental-...  12.6.0.0.0_2 Ivar/camiantfiso/cmp-12.6.0.0.0_25.1.0-x86_6 This kit is used to perform incrementa...
4. When the confirmations message displays, click OK.
Loading this 1SO will cause the upgrade manager to
abandaon the current upgrade and start a new one. Are
you sure you want to continue loading this 1507
5. Within a few seconds, the Up to Date column changes from Y (meaning up-to-
date) or N (meaning needs upgrade). Note: After a few seconds, refresh this page.
B |Name Alarm S Up to Server Role Prev Release Running Release Upgrade Operation
| [=] [v| CMP Site1 Cluster (2 Servers)
CMP530 N Standby TPD 7.6.0.0.0_88.54.0 1250,00_631.0 na
CMP5109 N Active TPD 7.6.0.0.0_88.54.0 1250006310 na
14. [] | CMPGUL: 1. Navigate to Upgrade - Upgrade Manager.
Upgrade - . .
Primary 2. NOTE: Click Filter and enter CMP in the Name field to show the CMP servers only.
CMP CIUSter B |Name Alarm S... Upto... | Server Role Prev Release Running Release Upgrade Operation
. EI [ CMP Site Cluster (2 Servers)
NOTE: This
CMP530 % Minor | Y Active 1250006310 1260002510 ) Initiate upgrade Completed Successfully at Aug 9, 2021 12:57:11
ta keS CMP5109 Standby 125.0.0.0.63.1.0 1260.00.25.1.0 ) Initiate upgrade Completed Successfully at Aug 9, 2021 13:36:28.
approximate
ly 30 3. Select the Primary CMP Server cluster
minutes to . .
4. Click Continue Upgrade.
complete.
Start Rollback  Continue Upgrade View Upgrade Log ~ DFilter ~ Columns v  Advanced
[Fiite Upgrade CMP5108 nexi]
B |Name AlamS... Upto... | Server Role Prev Release Running Release Upgrade Operation
[=/ [¥| CMP Site1 Cluster (2 Servers)
I CMP530 4 Minor .\’ Active I 1250006310 I 1260002510 +) Initiate upgrade Completed Successfully atAug 9, 2021 12:57:11
CMP5109 X) Criti... N Standby TPD76000_88540 1250006310 na
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5. Click OK to confirm and continue with the operation.

Action Confirmation

Are you sure that you want to perform this action?
Initiate upgrade CMP5109 (next)

Cancel

This continues to upgrade the standby server only in the CMP cluster

The Upgrade Operation column shows a progress bar along with the upgrade
activities.

Name Alam ... Upto... ServerRok Prev Release Running Release Upgrade Operation
= [¥] CMP site1 Cluster (2 Servers)

CMP530 N 00s

0.88540 1250006310 nitiate upgrade -~ Upgrading server (Elapsed Time: 0

CMP5108 X) Criti N Actve TPD7.6.0.0.0_88.54.0 1250006310 na

o

Upgrade Operation column indicates to completed when done.

During the upgrade activities, the following alarms may be generated and are
considered normal reporting events.

Expected Critical alarm

31283 Lost Communication with server

31227 HA availability status failed

70025 QP Slave database is a different version than the master
70001 QP_procmgr failed

Expected Major Alarm

70004 QP Processes down for maintenance

Expected Minor Database replication Alarms

70503 Server Forced Standby

70507 Upgrade In Progress

70500 System Mixed Version

70501 Cluster Mixed Version

31106 Database merge to parent failure
31107 Database merge from child failure
31101 Database replication to slave failure
31114 DB replication over SOAP has failed
31282 HA Management Fault

Upgrade is complete on the standby server of the CMP cluster when the Initiate
upgrade Completed successfully at... message displays in the Upgrade Operation
column.

+) Initiate upgrade Completed Successfully at Aug 9, 2021 12:57:11

+) Initiate upgrade Completed Successfully at Aug 9, 2021 13:36:28.
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15. CMP GUI: 1. Navigate to Upgrade = Upgrade Manager.
Verify that

the upgrade
is successful

2. View the cluster.
3. Verify the following information:

- The standby serveris on 12.6

- The other serverin the clusteris on 12.5.0/12.5.0.4

- The Up to Date column shows Y for the 12.6 server and N for the

12.5.0/12.5.0.4 server.

- Has alarm:

70025 — QP Slave database is a different version than the master

70501 — Cluster Mixed Version
70503 — Server Forced Standby

=[] CMP Site1 Cluster (2 Servers)

CMP530 i Minor Y Active 1250006310

CMP5109 X) Crit N Standby TPD76.00.0 88540

1260002510

1250006310

+) Initiate upgrade Completed Successfully at Aug 9, 2021 12

na

16.

CMP GUI:
Continue to
upgrade
CMP cluster

1. Navigate to Upgrade - Upgrade Manager.

2. Select the Primary CMP Server cluster.

3. Click Continue Upgrade. Notice the Failover to new version CMP Sitel Cluster

message.

StartRollback  Continue Upgrade

B T Failover ta new version CMP Site1 Cluster (next) -

View UpgradeLog  OFiter  Columns v Advanced

Upgrade Operation

EI [ CMP Sitet Cluster (2 Servers)

CHP175-51 i Minor N Active 125.0.0.0_39.40 1240.0.0.51.1.0

CHP175-41 X Creical Y Standby 124.0.0.0_51.1.0 1250.0.0_39.40

/) Initiate backout Completed Successfull at Sep6, 2018 16:18:06,

/) Initiate upgrade Completed Successfully at Sep 10, 2018 11:24:18.

4. Click OK to confirm and continue with the operation.

Action Confirmation

Are you sure that you want to perform this action?
Failover to new version CMP Sitel Cluster (next)

| 0K ‘ ‘ Cancel ‘

The specific action takes a minute to complete.

After failover, the current CMP GUI browser could not access, please do next step.
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17. CMP GUI: Close the current CMP GUI browser tab and reopen another browser tab with the
Login to the | same CMP VIP address.
\Smp SEVET | The Policy Management release 12.6 CMP GUI login page opens as shown—Ilogin and
password credentials are the same as the pre-upgrade.
ORACLE’
—
—_—
18. CMP GUI: Navigate to Help—> About. Verify the release displayed is 12.6.
Verify new
P0|icy 12.6.0.0.0_25.1.0
Managemen Copyright (C) 2003, 2021 Oracle. All Rights Reserved.
trelease
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19. CMP GUI: MPE
Reapply

Configuratio
non
MPE/MRA
cluster

Navigate to Policy Server - Configuration = <mpe_cluster name> - System
MRA:

Navigate to MRA -> Configuration = <mra_cluster name> => System

Click Reapply Configuration.
MPE:

Policy Server: mpe

E Reports Logs Policy ServerT Diameter Routing T PoliciesT Data Sources T Session Viewer T Debug ]

Modify | Delete | Reapply Configuration

Configuration

MName mpe
Status On-line
Version 12.4.0.0.0_51.1.0

Description / Location

Secure Connection No

Legacy No

Type Oracle

Systemn Time Sep 10, 2018 01:51 AM EDT
MRA

Multi- protocol Routing Agent: mra

Reports | Logs | MRA | Diameter Routing Session Viewer | Debug

Modify Delete Reapply Configuration

Configuration

Name mra
Status On-line
‘Wersion 12.4.0.0.0_51.1.0

Description / Location

Secure Connection No
Stateless Routing Mo
System Time Aug 16, 2018 09:45 PM EDT
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20.

CMP GUI:
Critical
alarms

Critical alarm 70025, QP Slave database is a different version than the master, is seen
until the SQL Database matches the master (12.6). This alarm is expected and remains
until all CMP servers are upgraded to the same version.

Current Critical Alarms

70025 QP Slave database is a different version than the master:

5 Alarms found, displaying all Alarms.

Occurrence Severity = Alarm ID Text

Sep 28, 2015 07:44 PM EDT 70025 The MySQL slave has a different schema version than the master.
Sep 28, 2015 07:44 PM EDT 70025 The MySQL slave has a different schema version than the master.
Sep 28, 2015 07:44 PM EDT 70025 The MySQL slave has a different schema version than the master.

Current Minor Alarms

70503 Server Forced Standby
70500 System Mixed Version
70501 Cluster Mixed Version

3 Alarms found, displaying all Alarms.

Occurrence Severity | Alarm 1D Text

Sep 28, 2015 07:43 PM EDT Minor 70503 The server is in forced standby

Sep 28, 2015 07:43 PM EDT Minor 70501 The Cluster is running different versiens of software
Sep 28, 2015 07:43 PM EDT Minor 70500 The system is running different versions of software

NOTE: The Upgrade Manager shows alarms as well.

21.

CMP GUI:
Verify the
Policy
Managemen
t release
12.6 CMP is
Active

1. Navigate to Upgrade = Upgrade Manager.
2. Verify the following

- Active server is running release12.6

- Standby server is on the previous release

=1 [4] CMP Site1 Cluster (2 Servers)

CMPS30 i Minor Y Active 1250006310 1260002510 ) Initiale upgrade Completed Successfully at Aug 9, 2021 12571

CMP5109 X) Criti... N Standby TPD7.6.0.00_8854.0 125.0.0.0.63.1.0 na
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22. CMP GUI: 1. Navigate to Upgrade = Upgrade Manager.
Complete

the upgrade
of the
Primary
CMP cluster

NOTE:
Remaining
CMP server
takes
approximate
ly 30
minutes to
complete.

2. Select the Primary CMP Server cluster

3. Click Continue Upgrade. Notice the Initiate upgrade <standbyserver> (next)
message when hovering over the button.

Continue Upgrade

Initiate upgrade CMP5109 (next)

E | Name AamS... [Upto

View Upgrade Log

Server Role Prev Release Running Release Upgrade Operation

[=1 [¥] CMP Site1 Cluster (2 Servers)

CMP530 5 Minor Y Active 1250006310 1260002510 ) Initiate upgrade Completed Successfully atAug 9, 2021 12:57:11

CMP5109 X) Criti... N Standby TPD76000_88540 1250006310 nla

PFiter  Columns »  Advanced »

4. Click OK to continue the upgrade on the remaining server in the CMP cluster.

Action Confirmation

Are you sure that you want to perform this action?
Initiate upgrade CMP5109 (next)

Cancel

NOTE: The server that is being upgraded goes into an OOS state.

Expected Critical Alarms

31227 HA availability status failed
31283 Lost Communication with server
70001 QP_procmgr failed

70025 QP Slave database is a different version than the master

Expected Major Alarm

70004 QP Processes down for maintenance

Expected Minor Alarms

70503 Server Forced Standby

70507 Upgrade In Progress

70500 System Mixed Version

70501 Cluster Mixed Version

31114 DB replication over SOAP has failed
31106 Database merge to parent failure
31107 Database merge from child failure
31101 Database replication to slave failure
31282 HA Management Fault
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23. CMP GUI: Navigate to Upgrade = Upgrade Manager.
Tracking the . . . I
" radg The last step of the upgrade for the first CMP cluster is to wait for replication to
Pe complete.
complete
With the CMP cluster selected, click View Upgrade Log to open a window where you
can verify that synchronization has taken place:
168 0 Preflight Check 09M0/2018 ...  0910/2018 ... . 0:0... = Server . CMP175-51 Success  Manual User initiated action:..
168 168 Upgrading server 09M0/2018 ...  0910/2018 ... | 0:1... - Server . CMP175-51 Success  Automatic | Automatic action indti...
170 168 Modify the role/replication attributes ofth...  09M0/2018 ... 0910/2018 ... | ®:0... Cluster = CMP Site1 ... ' Success  Automatic = Automatic action for..
171 168 ‘Wait for replication to synchronize 09M0/2018 ...  0910/2018 ... | 0:0... ' Server . CMP175-51 Success | Automatic | Automatic action w...
172 168 Modify the role/replication attributes ofth...  09M0/2018 ... 0910/2018 ... | ®:0... Cluster = CMP Site1 ... ' Success  Automatic = Automatic action for..
173 0 Backing out server upgrade 09M0/2018 ...  0910/2018 ... | 0:0... ' Server . CMP175-51 Success  Manual User initiated action:..
174 173 Modify the role/replication attributes ofth...  09M0/2018 ... 0910/2018 ... | ®:0... Cluster = CMP Site1 ... ' Success  Automatic = Automatic action for..
175 173 ‘Waiting for replication to synchronize 09M0/2018 ...  0910/2018 ... | 0:0... ' Server . CMP175-51 Success | Automatic | Automatic action w...
176 0 Preflight Check 091172018 . 09112018 ... 0:0...  Server CMP175-51 Success  Manual User initiated action:..
177 176 Upgrading server 091172018 . 09M1/2018 ... O:1...  Server  CMP175-51 Success  Automatic | Automatic action indti...
178 176 Modify the role/replication attributes ofth...  09M1/2018 . 09112018 ...  0:0...  Cluster CMPSite1 ... Success = Automatic = Automatic action for...
179 176 ‘Wait for replication to synchronize 091172018 . 09112018 ... 0:0...  Server  CMP175-51 Success  Automatic | Automatic action w...
180 176 Modify the role/replication attributes ofth...  09M1/2018 . 09112018 ...  0:0...  Cluster CMPSite1 ... Success = Automatic = Automatic action for...
24. CMP GUI: Navigate to Upgrade Manager = Upgrade Manager.
Verify the — ; - -
B | Name AlamS... Upto... | Server Role Prev Release Upgrad
status of [ CMP Sitet Cluster (2 Servers)
upgraded CMP530 A Minor Y Active 1250006310 126.000_25.1.0 ) Initiate upgrade Compl ccessfully at Aug 9, 2021 12:57:11
CM P server. CMP5109 Y Standby 1250006310 510 +/ Initiate upgrade Cor ceessfully at Aug 9, 2021 13:36:26.
Successful upgrade status shows the following for both servers in the Primary CMP
cluster:
e 12.6in the Running Release column for both servers
e AYinthe Up to Date column
e Active or Standby state for both servers in the Primary CMP cluster.
25. Proceed to Verify the following information:
next . . . .
e  Primary Sitel is running release 12.6
upgrade
procedure e Secondary Site is on release 12.5.0/12.5.0.4

e  Proceed to the next procedure to upgrade the secondary CMP cluster.

—End of Procedure—

1.6 Upgrade Secondary CMP cluster

Check off (\/) each step as it is completed. Boxes have been provided for this purpose under each step

number.
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Procedure 8 Upgrade Secondary CMP cluster

Step

Procedure

Result

1.

[

CMP GUI: Verify
status of CMP
cluster

Navigate to Upgrade = Upgrade Manager.

e  Primary CMP is completely upgraded to 12.6
e Secondary CMP clusteris on 12.5.0/12.5.0.4

B | Name Alarm Severty UpoDate | ServerRole Prev Release Running Release
E [4 CMP Sited Cluster (2 Servers
CMP175-55 1 Minor Y Actve 1250006310 126000 2510
CMP175-45 Y Standby 125000 6310 126000 2510
B [ cMP site2 Cluster (2 Servers)
CHP175-56 %) Critical N Standby 1240.0.0_411.0 1250006310
CHP175-46 ) Criical N Active 1240004110 1250006310

CMP GUI:
Upgrade
Secondary CMP
cluster

NOTE: This takes
approximately 30
minutes to
complete.

1. Navigate to Upgrade = Upgrade Manager.
2. NOTE: Click Filter and enter CMP in the Name field to see only the CMP

servers.
Upgrade Manager
Current 1S0: ineremental-upgrade-12.6.00.0 25.1.0
t Roll: Start L o pgrade Log | DFiter  Columns ¥ Advance:
B |Name Alam Se... | Upto ... | Server Role Prev Release Running Release Upgrade Operafion
2 [ cmp site Cluster (2 Servers)

3. Select the Secondary CMP Server cluster at Site2

4. Click Continue Upgrade. When hovering over the button, it reads Initiate
upgrade <site2_standbyserver> (next).

Continue Upgrade

Initiate upgrade CMP175:56 (next) | . R T PR et Prev Reltase Running Release

kmp v v v v

3 ) CMP Sitet Cluster (2 Servers)

CUPITS.58 1) Minot Y Active 125000_63.1.0 126000.2510

CUPI75-48 Standdy 1250006310 1260002510
= [ CMP Site2 Cluster (2 Servers)

CuP175-% X Crical N Standdy 124.0.00_41.1.0 125.000_63.1.0

CUP17S48 X) Cree N Actve 124.000_41.1.0 1250006310

5. Click OK to confirm and continue with the operation.

Action Confirmation

Are you sure that you want to perform this action?
Initiate upgrade CMP175-56 (next)

‘ OK | | Cancel |

This continues to upgrade the standby server only in the CMP cluster

The Upgrade Operation column shows a progress bar along with the upgrade
activities. Note: first version column is Prev Release, and second version column
is Running Release.

P $ie2 Cluster (2 Sarvers)

X Crteal (] Standty 1240004110 125

X Cotcal N Acve

1240604110

I o o ot e e T

o/ e spgrade Conpleted Successiul
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During the upgrade activities, the following alarms may be generated and are
considered normal reporting events:

Expected Critical alarm

31283 Lost Communication with server
70001 QP_procmgr failed
70025 QP Slave database is a different version than the master

Expected Major Alarm

70004 QP Processes down for maintenance

Expected Minor Alarms

70503 Server Forced Standby

70507 Upgrade In Progress

70500 System Mixed Version

70501 Cluster Mixed Version

31114 DB replication over SOAP has failed
31106 Database merge to parent failure
31107 Database merge from child failure
31101 Database replication to slave failure
31282 HA Management Fault

Upgrade is complete on the standby server of the Site2 CMP cluster when the
Initiate upgrade Completed successfully at... message displays in the Upgrade
Operation column.

= [ CMP Site2 Cluster (2 Servers)

CMP175-56 ¥ Atlve 1250006310 128000 25.1.0 # Initiala upgrade Complated Successhully al Sep5, 2012 18:10.00

CMP GUI:
Failover of the
Secondary CMP
cluster

1. Navigate to Upgrade = Upgrade Manager.
2. Select the Secondary CMP Server cluster at Site2.

3. Click Continue Upgrade. Notice the Failover to new version CMP Site2
Cluster message

Continue Upgrade

Failover 10 newversion CMP Site2 Cluster (next) ] toDste | ServerRoke Prev Relesse Running Release

emp v v
= ] CMP Sitet Cluster (2 Servers)
I Mor Y Active 125.000.63.1.0 1260002510

€4 Y Standby 1250006310 126,000 251.0

= [ CMP Site2 Cluster (2 Servers)

CHPITS-S6 X) Crixcal N Standby 1250006310 1260002510

CMPITS-48 X Crecal N Active 124.000_41.10 125.00.0_63.1.0

4. Click OK to confirm and continue with the operation.
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https://100.64.181.62/infocenter/topic/m_cpm_troubleshooting/tasks/t_cpm_alarm_70025.html?resultof=%22%37%30%30%32%35%22%20
https://100.64.181.62/infocenter/topic/m_cpm_troubleshooting/tasks/t_cpm_alarm_70004.html?resultof=%22%37%30%30%30%34%22%20
https://100.64.181.62/infocenter/topic/m_cpm_troubleshooting/tasks/t_cpm_alarm_70503.html?resultof=%22%37%30%35%30%33%22%20
https://100.64.181.62/infocenter/topic/m_cpm_troubleshooting/tasks/t_cpm_alarm_70507.html?resultof=%22%37%30%35%30%37%22%20
https://100.64.181.62/infocenter/topic/m_cpm_troubleshooting/tasks/t_cpm_alarm_70500.html?resultof=%22%37%30%35%30%30%22%20
https://100.64.181.62/infocenter/topic/m_cpm_troubleshooting/tasks/t_cpm_alarm_70501.html?resultof=%22%37%30%35%30%31%22%20
https://100.64.181.62/infocenter/topic/m_cpm_troubleshooting/tasks/t_cpm_comcol_alarm_31114.html?resultof=%22%33%31%31%31%34%22%20
https://100.64.181.62/infocenter/topic/m_cpm_troubleshooting/tasks/t_cpm_comcol_alarm_31106.html?resultof=%22%33%31%31%30%36%22%20
https://100.64.181.62/infocenter/topic/m_cpm_troubleshooting/tasks/t_cpm_comcol_alarm_31107.html?resultof=%22%33%31%31%30%37%22%20
https://100.64.181.62/infocenter/topic/m_cpm_troubleshooting/tasks/t_cpm_comcol_alarm_31101.html?resultof=%22%33%31%31%30%31%22%20

Step

Procedure

Result

Action Confirmation

Are you sure that you want to perform this action?
Failover to new version CMP Site2 Cluster (next)

5. The failover takes about a minute to complete. Wait until the upgraded
server is active, running 12.6 as shown below. Note: first version column is
Prev Release, and second version column is Running Release.

= [ CMP Site2 Cluster (2 Servers)
CIP175-55 Y Active 125.0.0.0_63.1.0 12:6.00.0_25.1.0

CMP175-46 X Critical N Standby 124000_41.10 12.5.0.0.0_63.1.0

CMP GUI:
Continue
upgrade of the
Secondary CMP
cluster

1. Select the Secondary CMP Server cluster at Site2

2. Click Continue Upgrade. When hovering over the button, the message
displays the next action, which is upgrading the remaining CMP in standby,
still running 12. 5.0/12.5.0.4.

StartRollback  Continue Upgrade

5 Heme Initiate upgrade CMP175-46 (next) feeverty  UptoDate | Server Roe Prev Release Running Relese

= ] CMP Sited Cluster (2 Servers)
CHPITS-55 i\ Winer Active 125.00.0_63.1.0 126.00.0_25.10
CUP175.45 Y Standoy 125000 63.1.0 126.00.0 2510

4 CMP Site2 Cluster (2 Servers)
CMP175.55 Y Active 125.00.0_63.1.0 126.00.0 2510

CHP175-46 %) Critical N Standby 124000 4110 1250006310

3. Click OK to confirm and continue with the operation.

Action Confirmation

Are you sure that you want to perform this action?
Initiate upgrade CMP175-46 (next)

During the upgrade activities, the following alarms may be generated and are
considered normal reporting events.

Expected Critical alarm

31283 Lost Communication with server
70001 QP_procmgr failed

70025 QP Slave database is a different version than the master

Expected Major Alarm

70004 QP Processes down for maintenance

Expected Minor Alarms

70503 Server Forced Standby
70507 Upgrade In Progress

70500 System Mixed Version
70501 Cluster Mixed Version

50



https://100.64.181.62/infocenter/topic/m_cpm_troubleshooting/tasks/t_cpm_alarm_70025.html?resultof=%22%37%30%30%32%35%22%20
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Step

Procedure

Result

31114 DB replication over SOAP has failed
31106 Database merge to parent failure
31107 Database merge from child failure
31101 Database replication to slave failure
31282 HA Management Fault

CMP GUI: Verify

that the upgrade

completed
successfully.

Navigate to Upgrade = Upgrade Manager.

Successful upgrade status shows release 12.6 in the Running Release column and
the Upgrade Operation.

The Upgrade Operation column shows:

e Initiate Upgrade Completed Successfully at message

e The correct date and time.

5 [ CMP Sited Cluster (2 Servers)
CMP175-55 i Minor Y Active 125000_39.40 1260002510 /) Initiate upgrade Completed
CMP175-45 Y Standby 1250, 126.0.0.0 2510 /) Initiate upgrade Completed Succ
5 [V CMP Site2 Cluster (2 Servers)
CMP175-56 Y Active 1250003940 126.000.25.1.0 /) Initiate upgrade Completed Succassfully al
CMP175-46 Y Standby 1250003940 126.000.25.10 ¢/ Initiate upgrade Completed Successfully al
6. CMP GUI: Verify | Navigate to System Wide Reports > Alarms - Active Alarms.
alarms
Expected Minor Alarms
70500 System Mixed Version
7. Procedure is Verify the following information:

complete.

e AllCMP clusters upgrades are complete and running release 12.6
e All MRA and MPE clusters are running release 12.5.0/12.5.0.4

The Policy Management system is running in mixed-version mode.

—End of Procedure—
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https://100.64.181.62/infocenter/topic/m_cpm_troubleshooting/tasks/t_cpm_comcol_alarm_31114.html?resultof=%22%33%31%31%31%34%22%20
https://100.64.181.62/infocenter/topic/m_cpm_troubleshooting/tasks/t_cpm_comcol_alarm_31106.html?resultof=%22%33%31%31%30%36%22%20
https://100.64.181.62/infocenter/topic/m_cpm_troubleshooting/tasks/t_cpm_comcol_alarm_31107.html?resultof=%22%33%31%31%30%37%22%20
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1.7 Upgrade NON-CMP clusters (MPE, MRA)
The following procedures upgrades a site/segment containing one or more MPE, MRA clusters.

NOTE: Different cluster types can be upgraded at the same time. For example, 2 MPEs and 2 MRAs can
be upgraded in parallel.

The following steps use build 12.5.0.0.0_63.1.0 as example.

1.7.1 Upgrade Preparation

Check off (\/) each step as it is completed. Boxes have been provided for this purpose under each step
number.

Procedure 9: Configuration Preparation

Step Procedure Result

1. [] | CMP GUI: Access Use the supported browser to login as the admin user or as a user with
into CMP server administrative privileges.

2. [] | CMP GUI: Verify 1. Navigate to Upgrade = Upgrade Manager.

current Upgrade
Manager status and
software release 3. Verify that all MPE and MRA clusters have an Active, Standby, and Spare
12.6 1SO files server.

2. Verify that all CMP clusters have both Active, Standby status.

4. Verify that Policy Management release 12.6 I1SO files are available on
/var/TKLC/upgrade for all MPE, and MRA clusters. One ISO per server

5. Verify that the CMP cluster is upgraded successfully and running Policy
Management release 12.6

—End of Procedure—

1.7.2 Upgrade MRA and MPE Servers
Use this procedure to upgrade one or more clusters (MPE and/or MRA).
This procedure is applicable for a 12.5.0/12.5.0.4 upgrade to 12.6

This section can be replicated for each site/segment to be upgraded, allowing you to add cluster and site
specific information.

The upgrade procedure is essentially the same for an MRA cluster and an MPE cluster.

1. Select and start upgrade on the standby server

Failover

Re-apply configuration

Continue to upgrade the spare server

Continue upgrade on remaining server

(MPE only) Re-apply configuration one MPE cluster at a time

oUhkwWwN

NOTES:

e All CMP clusters must be upgraded to Policy Management release 12.6 prior to performing the
following procedures.

e Four (4) clusters (8 for 12.5.0/12.5.0.4) can be running the upgrade at one time.

e Only ONE cluster can be selected for upgrade activity, bulk selection of servers is not supported
in release 12.6.
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Check off () each step as it is completed. Boxes have been provided for this purpose under each step

number.

Procedure 10: Upgrade MRA and MPE Servers

Step Procedure

Result

1. [] | CMP GUI: Health
checks on the
MPE/MRA
servers to be
upgraded

Perform the following:
1. Check for current active alarms
2. Reset MPE/MRA counters to make a baseline

- For the MPE: Policy Server = Configuration = <server_name> =>
Reports - Reset Counters

- For the MRA: MRA - Configuration = <server_name> > Reports >
Reset Counters

w

Go to the KPI Dashboard and capture a screenshot.

e

System Wide Reports = KPI Dashboard

CMP GUI: Verify
upgrade status of
selected
MPE/MRA
site/segment

Navigate to Upgrade = Upgrade Manager.
2. Verify information for the MRA/MPE servers:

- Current release 12.5.0, or 12.5.0.4 installed
- Active/Standby/Spare status

- IS0 version to be deployed is 12.6 (verify the current ISO files are 12.6
by going to Upgrade = ISO Maintenance) Note: first version column is
Prev Release, and second version column is Running Release.

MPE-clusterl MPE

MPE-1 MPE Unspecified = 10.75.169.217 12'5501‘00'0-6 [Jmpe-12.6.0.0.0_25.1.0-x86 _64.iso
MPE-2 MPE Unspecified  10.75.169.215 12'55‘01‘00'0—2 Ulmpe-12.6.0.0.0.25.1.0-486_64.is0
MRA-cluster MRA

MRA-1 MRA Unspecified = 10.75.169.215 12'65‘01‘00'0-2 [Jrnra-12.6.0.0.0_25.1.0-x86_64.is0
MRA-2 MRA Unspecified = 10.75.169.216 12'65‘01‘00'0-2 [Jrnra-12.6.0.0.0_25.1.0-485_64.is0

CMP GUI:
Upgrade clusters

NOTE: The
upgrade of a
single server
takes
approximately 40
minutes to
complete.

NOTE: Start the upgrade on ONE cluster. Wait until the cluster shows 0OS, and
then continue with the next cluster and so on. Up to 16 clusters may be running
upgrade at any time.

1. Navigate to Upgrade - Upgrade Manager.
2. Select the cluster to be upgraded, it can be an MRA or MPE
3. Click Continue Upgrade.

El [4] mpe (3 Servers)

MPE175-57 N Spare 12.4.0.0.0_41.1.0 125000_3340 ! Inttiate backout Completed Successfully at

MPE175-47 N Standby 124000 41.1.0 125.0.0.0_39.4.0 ! Inttiate backout Completed Successfully at

MPE175-37

Y Major N Active 1240004110 125.0.0.0_39.4.0 ! Inttiate backout Completed Successfully at

4. Click OK to confirm and continue with the operation. It begins to upgrade
the standby server of that cluster.
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Step

Procedure

Result

Action Confirmation

Are you sure that you want to perform this action?
Initiate upgrade MPE175-47 (next)

Wait until the cluster reports OOS before selecting the next cluster.

Follow the progress in the Upgrade Operation column.

‘ = 4 mpe (3 Servers)

MPEATS.57 N Spare 1231.02_1510 125000 6310 /) itate backout Completed Successfuly at Aug 10, 2021123302
MPE{75-47 N Standby 1231.02_15.1.0 1250006310 Intiate upgrade - Preflght Check (Elapsed Time: 0:00.05)

MPE175-37 Y Mapr N Active 123102_1510 125.000.63.10 +// Initiate backout Completed Successfully at Aug 10, 2021 11:16:11

During the upgrade activities, the following alarms may be generated and are
considered normal reporting events.

Expected Critical Alarms

31283 HA Server Offline / Lost Communication with server
70001 QP_procmegr failed
31227 HA availability status failed

Expected Major Alarm

31233 High availability path loss of connectivity

70004 QP Processes down for maintenance

Expected Minor Alarms

70503 Server Forced Standby

70507 Upgrade In Progress

70500 System Mixed Version

70501 Cluster Mixed Version

31114 DB replication over SOAP has failed
31106 Database merge to parent failure
31107 Database merge from child failure
31101 Database replication to slave failure
31282 HA Management Fault

78001 Rsync Failed

Upgrade is complete on the first server in the cluster when the Initiate upgrade
completed successfully at... message displays in the Upgrade Operation column.
The server goes back to Standby state when the upgrade completes. Note: first
version column is Prev Release, and second version column is Running Release.
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Step

Procedure

Result

B [ mpe (3 Servers)

MPE1TS-57 N Standoy 1231021510 125.000.83.10
HPE175-47 i wnor Y 00s 1231.02.15.1.0 1260002510
MPE175-37 Y Major N Active 1231021510 1250006310

) Intiate backout Completed Successfully at Aug 10, 2021 12:3302.
) Intiate upgrade Completed Successfuly at Sep 17, 2018 11:00:21

I Initiate backout Completed Successfully at Aug 10, 202111:16:11

During the upgrade activities, the following alarms may be generated and are

considered normal reporting events.

Alarm 31224—HA configuration error (major) is raised noting that there is a
configuration error. This clears a few minutes after the upgrade completes on
the first server. The following minor alarms may be present:

Expected Minor Alarms

78001 Rsync Failed

70500 System Mixed Version
70501 Cluster Mixed Version
70503 Server Forced Standby
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Step

Procedure

Result

]

CMP GUI:
Continue to
upgrade the
MRA/MPE
clusters. Next
operationis a
failover.

NOTE: 4 clusters
(8 for
12.5.0/12.5.0.4)
can be running
the upgrade
process at one
time.

Fail over ONE cluster at a time and wait until the upgraded server becomes active
before moving on to the next cluster.

1. Navigate to Upgrade = Upgrade Manager.
2. Select the cluster being upgraded (it can be an MRA or MPE)

3. Click Continue Upgrade. When hovering over the button, it says Failover to
new version

Upgrade Manager

Current 10 incremental-upgrade-12.6.0.0.0 394

StartRollback  Continue Uparade View Upgrads Log  SFiter  Coumns ¥ Advanced

B Name Failover to new version mpe (next)  server Roke Prev Release Running Release Upgrade Operation
5[] CMP Sited Cluster (2 Servers)
CHPIT5-55 i wnor v Active 1250006310 12600902510 /) itiats upgrade Completed Successfuly at Aug 20, 2021 11:26:43
CHPITS45 i oo Y Standoy 250006310 1260002510 /) hiiate upgrade Completed Successfuly at Aug 20, 2021105020,
[l [/ mpe (3 Servers)
MPEATS-57 N Spare 1240204110 125000 63,10 /) hfiate backout Completed Successuly at Sep 14,2021 12:33.02.
MPE(75-47 % Standby 25000810 126000.2510 /) iiats uparade Completed Successfuly at Sep 17,2021 11:00:21
MPEATS-37 Y ugor W Active 1240004110 125000 6310 /) hfiate backout Complted Successfuly al Sep 14,2021 11:16:11
= [ mra (3 Servers)
MRAT7S-55 N Spare 1240004110 250006310 /) st backout Completed Succsssfuly at Sep 14, 2018 12:43:02
MRATTS-48 i oo W Active 1240004110 1250006310 /) hfiate backout Completed Successuly at Sep 14, 2018 140502,
MRATTS-38 N Standby 1240004110 250006310 /) st backout Complted Successfuly at Sep 14, 2018 11:16:51

4. Click OK to confirm and continue with the operation. It starts to failover the
cluster.

Action Confirmation |

Are you sure that you want to perform this action?
Failover to new version mpe (next)

| DI{| | Cancel |

Wait until failover completes before failing over the next cluster, This takes a
minute or two to complete. Verify the 12.6 server is now active. The process is
complete when there is an active/standby at site 1 and spare at site 2. Note: first
version column is Prev Release, and second version column is Running Release.

[7] mpe (3 Servers)
WpENTE ST Bl N See 1240204118 1250006310 /it backoutCompled Successluy s Sep 14 2021 123302
WPE(T5-47 Ui Y 125000 5310 /) i upgrade Campleted Success uly af Sep 17,2021 10021
WPE(7E-27 U Minor N Standby faaliels 1250006310 ) Infiate backout Completed Successfully at Sep 14, 2021 11:16:1
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that completed
the upgrade
successfully.

Step Procedure Result

5. [] | CMPGUL: e  For MPE: PolicyServer = Configuration = <mpe_cluster name> = System
Reapply e For MRA: MRA = Configuration = <mra_cluster name> = System
configuration on The selected cluster shows status Degraded as it has different releases for the
MPE/MRA cluster &

Active and Standby servers. It may display Config mismatch as well. This is
expected.

1. Click Reapply Configuration.

ﬁ Reports | Logs | Policy ServerT Diameter Routing T PuliciesT Data SuurcesT Session ViewerT Debug ]

Medify | Delete | Reapply Configuration

Configuration

Name mpe
Status
Version
Description / Location

126.0.00.25.1.0

Secure Connection No

Legacy No

Type Oracle

System Time Aug 10, 2021 03:12 AM GMT

Associated Templates(lower numbered templates take priority over higher numbered templates)
Priority Template Name

None

NOTE: A progress bar displays for the MPE reapply configuration only. The
MRA reapply configuration does not display the progress bar.

= = ==

Reapply Settings to the RC

Re-applying Settings to the RC...
Applying SmsGateway to Policy Server :MPE175-47

2. Note the version is successfully changed to the upgraded release 12.6.

NOTE: The status shows Degraded because the servers are still in different
releases.

Configuration

Name mpe
Status
Wersian 12.6.0.0.0_25.1.0

Description / Location

Secure Connection No

Legacy No

Type Oracle

Systemn Time Aug 10, 2021 03:12 AM GMT
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Step

Procedure

Result

]

CMP GUI: Current
alarms

During the upgrade activities, the following alarms may be generated and are
considered normal reporting events.

Expected Critical alarm

None

Expected Major Alarm

78001 Rsync Failed

Expected Minor Alarms

70503 Server Forced Standby
70502 Cluster Replication Inhibited
70500 System Mixed Version
70501 Cluster Mixed Version
71402 Connectivity Lost

31101 Database replication to slave failure

7. |:| CMP GUI: Verify 1. Navigate to Upgrade Manager - System Maintenance.
traffic becomes - If traffic is active, go to step 9
active within 90 '8 P
seconds - Iftraffic does not become active within 90 seconds:

2. Select the Partially upgraded cluster, and select Operations = Rollback.
The pre-12.3 MPE server should become active and resume handling traffic.

8. [] | CMPGUL e  For MPE: Policy Server = Configuration = <mpe_cluster name> = System
Reapply ' e For MRA: MRA = Configuration = <mra_cluster name> = System
configuration 1. Click Reapply Configuration

2. Verify that the version is changed back to 12.5.0 or 12.5.0.4, and the action
report success.

If NOT, stop and contact Oracle support to back out of the partially upgraded

cluster.

9. [] | CMPGUL: Continue the upgrade on ONE cluster, when the server goes into O0S, continue

Continue upgrade
of the MRA/MPE
clusters. Next
operation is
initiate upgrade
on the Spare
server

with the next cluster and so on.

NOTE: Up to 16 clusters can be running the upgrade process at one time.

1.
2.

Navigate to Upgrade = Upgrade Manager.
Select the checkbox for a cluster.
- Select one cluster at a time

- Can be an either an MRA or MPE cluster

Click Continue Upgrade. When hovering over the button, it reads Initiate
upgrade... on the spare server
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Step Procedure Result

Start Rollback  Continue Upgrade View UpgradeLog ~ PFiter  Columns v

B | Hame Initiate upgrade MPE175-57 (next) | server Roke Prev Release Running Release Upgrade Operation

=[] cmP Sitet Cluster (2 Servers)
CMP178-55 & Minor Y Active 1231.0.2_1510 1250003940 ) Initiate upgrade Completed Successfully at Aug 20, 2021 11:26:43,
CHP175-45 5 Minor Y Standby 1231021510 1250003840 ) Initiate upgrade Completed Successfully at Aug 20, 202110:50:20

E [l mpe (3 Servers)
MPE175-57 N Spare 1240004110 125.00.0_63.1.0 +/ Initiate backout Completed Successfully at Sep 14, 2021 12:33:.02.
MPEA7E-47 4 Mnor ¥ Aciive 125000_63.10 1260002510 ) ntiate pgrads Completed Successful at Sep 17,2021 10021
MPE175-37 N Standby 1240004110 125.00.0_63.1.0 ! Initiate backout Completed Successfully at Sep 14, 2021 11:18:11

4. Click OK to confirm and continue with the operation.

Action Confirmation

Are you sure that you want to perform this action?
Initiate upgrade MPE175-57 (next)

‘ DK| | Cancel ‘

Wait until the cluster reports OOS before selecting the next cluster

Follow the progress in the Upgrade Operation column.

E [V mpe (3 Servers)
MPEN7S.57 N Spare 1240004140 125000 6310 Iniite upgrade - Prefight Check (Elapsed Time: 0:00.06)
MPE17S-4T & Minor Y Active 250006310 1260002510 /) Intiate upgrade Completed Successfully at Sep 17,2021 11:00:21
WPEI7S37 N Standby 1240004110 1250006310 /) ntits backout Completed Successfull at Sep 14,2021 11:16:1

During the upgrade activities, the following alarms may be generated and are
considered normal reporting events—these is cleared after the MPE cluster is
completely upgraded.

Expected Critical Alarms

31283 HA Server Offline / Lost Communication with server
31227 HA availability status failed
70001 QP_procmgr failed

Expected Major Alarm

70004 QP Processes down for maintenance

Expected Minor Alarms

70503 Server Forced Standby

70507 Upgrade In Progress

70500 System Mixed Version

70501 Cluster Mixed Version

70502 Cluster Replication Inhibited
Upgrade is complete on the spare server in the georedundant cluster when:
e The Initiate upgrade Completed successfully... message shows in the

Upgrade Operation column. Note: first version column is Prev Release, and
second version column is Running Release.
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Step Procedure Result

[ [ mpe (3 Servers)
MPE175-57 Y Spare 250006310 1260002510 ! Initiate upgrade Completed Successfully at Sep 17,2021 11:39:14.
MPE175-47 Y Active 25.00.062.0.0 1260002510 /! Inttiate upgrade Completed Successfully at Sep 17,2021 11:00:21
MPE175-37 N Standby 124000 4140 1250006310 ! Infiate backout Completed Successfull at Sep 14,2021 11:16:11.

e The server goes back to the Spare state.

e The Up to Date column shows a Y (YES).

The Active and Spare servers are on release 12.6 and the current Standby is on

the previous release. Note: first version column is Prev Release, and second

version column is Running Release.

10. CMP GUI: Continue the upgrade on ONE cluster, when the server goes into OOS, continue
Continue to with the next cluster and so on. Up to 16 clusters may be running the upgrade at
upgrade the one time.

MRA/MPE

clusters. Next
operation is
Initiate upgrade
on the standby
server

1. Navigate to Upgrade = Upgrade Manager.
2. Select the checkbox for a cluster:

- Select one cluster at a time
- Can be an either an MRA or MPE cluster

3. Click Continue Upgrade. When hovering over the button, the message
indicates the next action, which is to initiate the upgrade of the standby
server.

StartRollback  Continue Upgrade View Upgrade Log D Fiter  Columns ¥

B | Name Intiate upgrade MPE175-37 (next) | server role Prev Release Running Release Upgrade Operation

£ [] CMP Sited Cluster (2 Servers)

CMP175-55 L Minor Y Active 1231021510 1250003940 /) Initiate upgrade Completed Successfully at Aug 20, 2018 11:26:43

CHP1TS-45 Y Standby 1231021510 125.0.0.0_39.40 ) Inttiate upgrade Completed Successfull at Aug 20, 2018 10:50:20.

1[4 mpe (3 Servers)

MPETT5-57 Y Spare 25000 8310 1260002510 /) Intiate upgrade Completed Successfull at Sep 17,2021 1133:14.
MPE175-47 Y Active 125.0.0.0_63.1.0 126.0.0.0_25.1.0 ! Inttiate upgrade Completed Successfull at Sep 17 2021 11:00:21,
MPE175-37 N Standby 1240004110 1250006310 ) Initiate backout Completed Successfully at Sep 14, 2021 11:16:11

4. Click OK to confirm and continue with the operation. It begins the final
server upgrade of the cluster.

Action Confirmation

Are you sure that you want to perform this action?
Initiate upgrade MPE175-37 (next)

| DK| | Cancel |

Wait until the cluster reports OOS before selecting the next cluster

Follow the progress in the Upgrade Operation column.

‘ E M mpe (3 servers)
MPEITS.57 X) Criical Y Standby 25000810 1260002510 /) st upgrade Completed Succassfuly at Sep 17, 2021 11:38:14.
MPETTS-47 X) Crifcal Y Active 250008310 126000 2510 /) ntiste upgrade Completed Successfull at Sep 17, 2021 1:01:21
WPETTS-37 1 008 1246004140 125000 6310 Iniiate upgrade : Upgrading server (Elapsed Time: 0:04.01)

During the upgrade activities, the following alarms may be generated and are
considered normal reporting events—these is cleared after the MPE cluster is
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Step Procedure Result

completely upgraded.

Expected Critical Alarms

31283 HA Server Offline / Lost Communication with server
31227 HA availability status failed
70001 QP_procmegr failed

Expected Major Alarm

70004 QP Processes down for maintenance

Expected Minor Alarms

70503 Server Forced Standby
70507 Upgrade In Progress
70500 System Mixed Version
70501 Cluster Mixed Version
70502 Cluster Replication Inhibited
31114 DB replication over SOAP has failed
31106 Database merge to parent failure
31107 Database merge from child failure
31101 Database replication to slave failure
31102 Database replication from master failure
31113 DB replication manually disabled
Upgrade is complete on the third server in the georedundant cluster when:
e The completed successfully message shows in the Upgrade Operation
column.
e The server goes back to the Standby state.

e The Up to Date column shows a Y (YES). Note: first version column is Prev
Release, and second version column is Running Release.

E v mpe (3 Servers)

WPE175-5T Y Spare 125000 8340 1260002510 ) Initiate upgrade Completed Successfully

WPE175-47 Y Active 125.0.00 83.1.0 1260002510 ) Initiate upgrade Completed Successfully

MPE175-37 Y Standby 25000 8310 126.00.0 2510 /| Initiate upgrade Completed Successfully

All servers are now running release 12.6.

11. |:| Exchange SSH 1. Enter the following command: $ sudo qpSSHKeyProv.pl--prov
Keys You are prompted: The password of admusr in topology

Note: The above command to exchange SSH keys needs to be run on the
active CMP only.

2. Enter the admusr password (admusr_password). The procedure exchanges
keys with the rest of the servers in the Policy Management topology. If the
key exchange is successful, the procedure displays the message “SSH keys

are OK.”
12. [] | CMPGUL: 1. Navigate to Policy Server = Configuration = <mpe_cluster name> >
Reapply System

configuration on
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https://100.64.181.62/infocenter/topic/m_cpm_troubleshooting/tasks/t_cpm_comcol_alarm_31101.html?resultof=%22%33%31%31%30%31%22%20

Step Procedure Result

the fully 2. Click Reapply Configuration.
upgraded MPE NOTE: A progress bar displays for the MPE reapply configuration.
clusters.
Reapply Settings to the RC
Re-applying Settings to the RC...
Applying Configuration to Policy Server : 318 158 &4
13. [ ] Repeat steps 1 Proceed with next cluster(s)

through 14 for
the next MPE or

MRA clusters
14. [ ] Upgrade At this point all servers have been upgraded.
Completed UPgTaTE MAnager
&) system Alert: No actions are avaiable for the selected cluster. Current 180: incremental uparade 12.6.0.0.) 2.4,
StartRollback  Start Uporade View Upgrade Log ~ OFiter Colmns v Advanced
B | Name Alarm Se... |Upto Server Role Prev Release Running Release Upgrade Operation
E [ cMP sitet Cluster (2 Servers)
CHP175-55 A Minor Y Active 125.00.0.63.1.0 1260002210 +) Intiate upgrade Completed Successfuly at Aug 20, 202111:26:43.
CHP175-45 Y Standby 1250006310 1260002510 ) Inttiate upgrade Completed Successfuly at Aug 20, 202110:50:20.
E [ mpe (3 Servers)
MPE175-57 Y Spare 1250006310 1260002510 +) Inttiate upgrade Completed Successfull at Sep 17, 2021 11:39:14,
MPE175-47 Y Active 1250006310 1260002510 ' Inttiate upgrade Completed Successfully at Sep 17, 2021 11:00:21,
MPE178-37 Y Standby 125000 6310 1260002510 ) Intiate upgrade Completed Successfuly at Sep 17, 2021 13:42:21
= [ mra (3 Servers)
MRA175-58 Y Spare 1250006310 126.000.2510 +/ Inttiate upgrade Completed Successfull at Sep 17, 2021 14:37:14.
WRAI75-48 Y Standby 1250006310 1260002510 /| Intiate upgrade Completed Successfully at Sep 17, 2021 15:02:14,
MRAI75-38 Y Active 125000 6310 1260002510 ) Intiate upgrade Completed Successfully at Sep 17, 2021 14:08:21.
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Step

Procedure

Result

15. [ ]

CMP GUI:
Modify/save
SMSR
configuration

System Administration = SMS Relay = Modify

NOTE: This step is only for Wireless-C system. If you do not see SMS Relay
under System Administration, skip this step.

Initial access into this configuration upon upgrade to release 12.6, the
configuration shows as such with Config Mismatch.

1.

2.

Madify |Config Mismatch

CMPP Configuration

CMPP Enabled Enabled

SMSC Host 10.113.78.65
SMSC Port 7890

Source Address 901234

Shared Secret 1234

Registered Delivery No Delivery Receipt
Service 1d 1

Message Format GBK Encoding

SMS Log Configuration

SMSR Log Level WARN

CMPP Log Configuration

CMPP Log Rotation Cycle DAY
CMPP Log Level WARN

Generic Notification Configuration

Notification Enabled Disabled
HTTP Log Level WARN

Click Modify. The following is an example of the SMSR configuration. DO
NOT change any of the configuration if it has been working in the past.

CMPP Configuration

CMPP Enabled ca

SMSC Host 10.113.78.65

SMSC Port 7890

Source Address 901234

Shared Secret 1234

Registered Delivery No Delivery Receipt ;l
Service Id 1

Message Format GBK Encading ;l

Modify SMS Log Settings

SMS Log Level WARN =

Modify CMPP Log Settings

CMPP Log Rotation Cycle DAY -

CMPP Log Level WARN [+

Generic Notification Configuration

Notification Enabled -

HTTP Log Level lm
Save Cancel

Click Save to save the configuration and continue as shown.
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Step Procedure Result
Modify

CMPP Configuration
CMPP Enabled Enabled
SMSC Host 10.113.78.65
SMSC Port 7890
Source Address 901234
Shared Secret 1234
Registered Delivery No Delivery Receipt
Service Id 1
Message Format GBK Encoding
SMS Log Configuration
SMSR Log Level WARN
CMPP Log Configuration
CMPP Log Rotation Cycle DAY
CMPP Log Level WARN
Generic Notification Configuration
Notification Enabled Disabled
HTTP Log Level WARN

NOTE: The Config Mismatch message is not there with the saved configuration.

—End of Procedure—

1.8 Post Upgrade health Check for wireless systems

NOTE: This section is used when the entire topology is running release 12.6

Check off () each step as it is completed. Boxes have been provided for this purpose under each step
number.

Procedure 11 Post Upgrade health Check for wireless systems

Step Procedure Result

1. |:| CMP GUI: Verify the | 1. Navigate to Upgrade = Upgrade Manager.
;Jgfcr:g;j on all 2. View the Up to Date, Running Release, and Upgrade Operation columns
CMP/MRA/MPE and verify they read Y, 1.2.6..., and Initiate upgrade completed
clusters. successfully at... respectively, for all servers in all clusters.

B |Name Alarm Se... |Upto... Server Role Prev Release Running Relesse Upgrade Operation

£ [ CMP Site Cluster (2 Servers)

CUPI75-55 W Minor Y Active 125.00.0 6310 1260002510 ') nitiate upgrade Completed Successfull at Aug 20, 2021 11:26:43.
ClPI75-45 Y Standby 1250006310 1260002510 ') Intiate upgrade Completed Successfull at Aug 20, 202110:50:20

£ [ mpe (3 Servers)

MPE175-57 Y Spare 1250000310 1260002510 /) Intiate upgrade Completed Successfull at Sep 17, 2021 11:38:14.
HPE175-47 Y Active 1250008310 1260002510 ') Intiate upgrade Completed Successfull at Sep 17, 2021 11:00:21
NPETTS-37 Y Standby 1200000310 1260002510 /) Intiate upgrade Completed Successfull at Sep 17, 2021 13:42:21

B 1¥l mra (3 Servers)

MRA175-58 Y Spare 1250006310 1260002510 /) nttate upgrade Completed Successfull at Sep 17, 2021 14:37:14.
NRA175-48 Y Standby 1250006310 126000 2510 /) nitiate upgrade Completed Successfull at Sep 17, 2021 15:02:14,
HRA175-38 Y Acive 1250006310 1260002510 /) hfiate upgrads Compleled Successfuly af Sep 17, 2021 140821
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Step Procedure

Result

2. |:| CMP GUI: View
current alarms

1. Navigate to System Wide Reports=> Alarms—> Active Alarms.

2. Verify that all alarms due to the upgrade have been cleared.

IUOT6U832 P adin Lo

aciad Oracke Communicaions Policy Nanagement

Hetve Mams | LastRefres 1110 /1016 10:30:22 )

POUCTMEEIEN i el 3|

W st et Tkl 1 s
SSTEN WCE EPORTS s snelpe Sy AmD Aot Cer s e Opeion
kb
Trendng Reors
Kams
Aetie Alrms
Harn sty Reprt

3. [] | CMPGUL: View
current KPIs

1. Navigate to System Wide Reports—=> KPI Dashboard.

2. Make sure everything looks normal.

RPT TTast Refresh:09/ 1772018 15:46:46 )
Filters -
Performance Alarms, Protocol Errors
s PCD TPS Total TPS PON Detive critical Major Minor Sent Received
Subscribers
MRAs selected 0 0 a a a [} 0 0 0 a
MPEs selected 3 0 0 0 0 0 0 0 0 0
mra Performance Connections Alarms Protocol Errors
Active Network
Local | PCD | Total " Memory . N " Receive
MRA State PDN | Subscri| CPU % MPE | MRA Element Critical Major Minor = Sent
TS | TPS | TPS e % 2 d
ers s
Active
@ mra(Server-A) (logging) ° 0 o o o 36 24 1of1 | 0of0  0of0 o o o o o
o mra(Server-8) Standby 1 20
o mra(Server-C) Spare 1 19
Active " B —
MPE State | TPS PDN |Session| CPU®% "MV MRA ata Critical | Major | Minor = Sent |NSCTIVE
= % Sources d
& mpe(Server-A) Standby 11 25
(logging)
@ mpe(Server-C) Spare 12 21

4. []| C™MPGUL:
Replication stats

Navigate to System Wide Reports—=>Others—>MPE/MRA Rep Stats (for a
wireless system)

Wireless:
MPE/MRARep Stats ( Last Refresh:09/17/2018 15:47:38 )
Sava Layout [coumns [ Filters ][ erintable Format |[ saveascsv || exporteor
Display results per page:
[Eirst/Prev]i[next/Last] Total 1 pages
Replication
Cluster Name Server Type Cluster State Blade State Sync State e raas)
E 1 wPE ) oK 0:0.5
MPE175-47 (Active) -=MPE175-37 (Standby) MpE v o Q) oK 0:0.495
MPEL75-47 (Active) ->MPE175-57 (Spare) MPE W oK v OK 0:0.5
& mra MRA ) oK - 0:0.503
MRAL7S-38 (Active) ->MRAL7S-48 (Standby) MRA v oK v oK 0:0.497
VMRAL7S-38 (Active) ->MRAL7TS-58 (Spare) MRA ) oK ) oK 0:0.501

—End of Procedure—

1.9 Workaround for Netbackup Client Installation after Upgrading to 12.6

If you were on R12.3.1 CMP with netbackup client R7.1 installed, then upgrade the CMP to R12.6 and
install R7.7 netbackup client, perform the following steps if the installation fails:

1. Force standby the CMP server to install or upgrade netbackup client:
Vim /etc/fstab to make the /tmp mount options back to defaults

Find the below line:

/dev/mapper/vgroot-plat tmp /tmp ext4
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update to:
/dev/mapper/vgroot-plat tmp /tmp ext4 defaults 1 2

2. Reboot the server for re-mount the /tmp with defaults.

3. Perform the netbackup client following installation steps. The netbackup client must be
installed successfully on the CMP server.

4. Back the /etc/fstab for /tmp to the original value.
5. Reboot the server.

6. The netbackup server could retrieve the backup content from the CMP server.

1.10Backout (ROLLBACK) 12.5.0/12.5.0.4 wireless mode

Use this procedure if an issue is found during the upgrade, as well as post-upgrade which impacts
network performance.

The Policy Management system is backed out to the previous release.

Oracle strongly recommends consulting My Oracle Support before initiating the backout procedure.
They determine the appropriate course of recovery options.

1.10.1 Backout Sequence

The backout sequence order is the reverse of the upgrade order. The following is the overall backout
sequence:

1. Back out the non-CMP clusters (from both Sitel and Site2, if applicable)
2. Back out the Secondary CMP cluster (if applicable)
3. Back out the Primary CMP cluster

During a backout, it is important to control what version of the software is currently active. This control
must be maintained even if there are unexpected failures.

NOTE: In the case of a non-CMP clusters, the upgrade/backout is NOT complete until the operator
performs a Reapply Configuration from the CMP. The MRA/MPE can still operate, but may not be fully
functional.

1.10.2 Pre-requisites

No new policies or features have been configured or run on the upgraded release.

The CMP cluster cannot backout if other non-CMP Policy Management servers are still on the upgraded
release.

1.10.3 Backout of Fully Upgraded Cluster

Prior to performing this procedure, Oracle recommends consulting My Oracle Support to discuss the
next appropriate course of actions.

Use this to backout a cluster that has been fully upgraded. At the end of this procedure, all servers of
the target cluster is on a pre-12.6 release with Active, Standby, or Spare status.

Expected pre-conditions:
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1. Primary Active CMP is on Release 12.6
2. Secondary CMP cluster is on Release 12.6
3. All MPE/MRA Clusters are on Release 12.6

1.10.3.1 Backout Sequence

This procedure applies to a cluster. The non-CMP cluster types (MRA, MPE) is in georedundant mode
with active, standby and spare servers. CMP clusters may be in Sitel or Site2. Each server backout will
take about 20 minutes.

NOTE: It is possible, and desirable, to backout multiple clusters in parallel. However, in order to do this,
each cluster must start the backout procedure one at a time, staggering by about 1 minute each.

Overview on Backout/Rollback MRA/MPE cluster
The following sequence preserves the cluster as a georedundant MRA/MPE cluster.

1. Back out of the standby server.
Back out of the spare server.

Fail over.

Reapply the configuration.

Back out of the new standby server.

nvnhewnN

Backout Secondary CMP (if applicable)
NOTE: At this time, all MPEs and MRAs must be backed out to the previous release.
Use the CMP GUI (Upgrade Manager) to backout the Secondary CMP cluster

Backout Primary CMP

NOTE: At this time, all of the MPE/MRA clusters must be backed out, the Secondary CMP must also be
backed out.

1. Back out of the Primary standby CMP cluster.

Failover to older version CMP cluster.

Log back in to the Primary CMP VIP.

If needed, go to Policy Server-> Configuration = Policy Server and click Reapply Configuration.
Back out of the new standby server.

nhwnN

1.10.3.2 Back-out Partially Upgraded MPE/MRA Cluster
Use this procedure to back-out a partially upgraded MPE/MRA Cluster.
Expected Pre-conditions:

1. Primary Active CMP is on Release 12.6

2. Cluster is any of MPE or MRA

3. One server of target cluster is on Release 12.6

4. Other servers of target cluster are on Release 12.5.0/12.5.0.4

NOTES:

e This procedure must be performed within a maintenance window.
e This procedure takes approximately 45 minutes per blade.
e If this procedure fails, contact Oracle Technical Services and ask for ASSISTANCE.
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Check off () each step as it is completed. Boxes have been provided for this purpose under each step
number.

Procedure 12: Back-out Partially Upgraded MPE/MRA Cluster

Step

Procedure

Details

1.

[

CMP GUI: Verify the
status of affected Clusters

Navigate to Upgrade = Upgrade Manager.

Confirm status of the cluster to be backed out:

Primary Active CMP is on Release 12.6

Target Cluster has 2 servers on Release 12.5.0/12.5.0.4, and 1 server on
Release 12.6

Active serveris on 12.5.0/12.5.0.4

MPE/MRA SSH: Verify
/var/log/messages file
size

=

Using SSH, log into the Standby server to be backed out as admusr.

$ 1s -lh /var/log/messages

ONLY if the resulting size of /var/log/messages is above 20M, run the
following, otherwise proceed to the next step.

$ sudo cp /var/log/messages
/var/camiant/log/messages.preBack-out

$ sudo cat /dev/null > /var/log/messages

$ logger -s "Truncated this file prior to back-out. Copy is
in /var/camiant/log/messages.preBack-out"

Verify:
$ 1s -1h /var/log/messages

CMP GUI: Verify the
status of affected Clusters

NOTE: This takes
approximately30 minutes
to complete.

> w0 N

Navigate to Upgrade = Upgrade Manager.
Select the partially upgraded cluster to back-out.
Select the cluster (one cluster at a time) (can be an MRA or MPE)

Click Start Rollback. When hovering over the button, it indicates the
server to get backed out.

System Alert: No actions are avaiable for f

Start Rollback  Start Upgrade

Initiate backout MPE178-37 (back) - 5.

Upgrage Manager
Current 130:

rade-12.6.0.0.0 25.4.

View Upgrade Log

Upto ...

Server Role Prev Release Running Release Upgrade Operation

B [ CMP sited Cluster (2 Servers)

DFiter  Col

jumns *  Advanced *

5.

Click OK to confirm and continue with the operation. It begins to back-
out.

Follow the progress status in the Upgrade Operation column.

During the back-out activities, the following alarms may be generated and are

CMP175-55 4 Minor Y Active 125.00083.1.0 1260002510 /) Initiate: upgrade Completed Successfully at Aug 20, 2021 [1:26:43

CHP175-45 Y Standby 120.0.00_031.0 126.0.00_2510 +// Initiate upgrade Completed Successfully at Aug 20, 2021 10:50:20
B [ mpe (3 Servers)

MPE175-57 Y Spare 120.0.00_031.0 1260002510 /! Initiate upgrade Completed Successfully at Sep 17, 2021 |1:38:14.

WPE1TS-47 Y Active 1250006310 1260002510 ) Initiate upgrade Completed Successfully at Sep 17, 2021 §1:00:21

WPE175-37 Y Standby 120.0.00.031.0 1260002510 +J Initiate upgrade Completed Successfully at Sep 17, 2021 13:42:21
[l ¥l mra (3 Servers)

MRATTS-56 Y Spare 125.00.0 63.10 1260002510 ) Initiate upgrade Completed Successfully at Sep 17, 2021 |4.37:14.

WRAT75-48 Y Standby 1250006310 1260002510 +J Initiate upgrade Completed Successfull at Sep 17, 2021 |5:02:14.

WRA175-38 Y Active 1250006310 1260002510 ) Initiate upgrade Completed Successfuly at Sep 17, 2021 |4:08:21.
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Step Procedure Details

considered normal reporting events. These alarms are cleared after the
cluster is completely backed out.

Expected Critical Alarms

70001 The gp_procmgr process has failed

31227 The high availability status is failed due to raised alarms
70028 Signaling bonded interface is down

31283 High availability server is offline

Expected Major Alarms

70004 The QP processes have been brought down for maintenance
31236 High availability TCP link is down
31233 High availability path loss of connectivity

Expected Minor Alarms

70503 The server is in forced standby

70507 An upgrade/backout action on a server is in progress
70501 The Cluster is running different versions of software
31101 DB replication to a slave DB has failed

31102 DB replication from a master DB has failed

31282 The HA manager (cmha) is impaired by a s/w fault
31232 High availability server has not received a message
31284 High availability remote subscriber has not received a heartbeat
31107 DB merging from a child Source Node has failed

31114 DB Replication of configuration data via SOAP has failed
31104 DB Replication latency has exceeded thresholds

78001 Transfer of Policy jar files failed

70500 The system is running difference versions of software
31100 The DB replication process is impaired by a s/w fault

Back-out of the server is complete when the following message (Initiate Back-
out Completed Successfully)

«") Initiate backout Completed Successfully at Sep 17, 2018 16:34.21.




Step

| Procedure

Details

4.

[ ] [MPE/MRA SSH: Verify
syscheck and /tmp
directory permission

1.

Login to back-out server and verify that there are not anyt any failures in
syscheck:

$ sudo syscheck

Verify /tmp directory permissions:
$ 1s -1 /
NOTE: Permissions should be the following,

drwxrwxrwt. 5 root root 4096 Apr 27 10:54 tmp

If the permissions are not as listed above then perform the following;
otherwise skip to next step:

$ sudo chmod 777 /tmp

$ sudo chcon -h system u:object r:tmp t:s0 /tmp
$ sudo chmod +t /tmp

Verify:

$ 1s -1 /

Perform syscheck again:

$ sudo syscheck
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Step | Procedure Details

5. |:| MPE/MRA CLI: Verify IThis step only applies if the server has a condition in which after the upgrade
ethO01 is primary device |is successful ETHO2 becomes the primary Ethernet interface versus ETHO1
interface becoming the primary interface.

ITo resolve this situation permanently, perform the following:
1. Asadmusr, run the following:
$ sudo cat /proc/net/bonding/bond0

2. Check that the output shows that the primary is set to eth02, it should be
eth01. This step is only applicable to the case where primary is set to
eth02.

3. If this blade is the active blade, change it to standby before performing
the following operations.

$ sudo rcstool co /etc/sysconfig/network-scripts/ifcfg-bond0
4. Find eth02.
5. Change from primary=eth02 to primary=eth01
6. Save and exit (for example, vi uses ESC :wq!)

$ sudo rcstool ci /etc/sysconfig/network-scripts/ifcfg-bond0

$ sudo reboot

—End of Procedure—

1.10.3.3 Back-out Fully Upgraded MPE/MRA Cluster
Use this procedure to back-out fully upgraded MPE/MRA Clusters.

Prior to performing this procedure, Oracle recommends consulting the Technical Services team to
discuss the next appropriate course of actions.

This procedure is used to back-out a cluster that has been fully upgraded. At the end of this procedure,
all servers of the target cluster is on Release 12.5.0/12.5.0.4 (MRA, MPE, CMP) with Active, Standby
status.

Expected pre-conditions:

1. Primary Active CMP is on Release 12.6

2. Cluster is of MPE or MRA

3. Servers of target cluster are on Release 12.6 in either in Active, Standby, Force Standby or Spare
role

NOTES:

e This procedure must be performed within a maintenance window.
e This procedure takes approximately 105 minutes per MPE or MRA cluster.
e If this procedure fails, contact Oracle Technical Services and ask for ASSISTANCE.

Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step
number.
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Procedure 13 Back-out Fully Upgraded MPE/MRA Cluster

back-out of one
blade server
completes in
approximately30
minutes.

NOTE: Up to 16
clusters can be
backed out at
the same time,
selecting one at

Step Procedure Details
1. [] | CMPGUL: Verify | 1. Navigate to Upgrade > Upgrade Manager.
the status of . .
2. Confirm status of the cluster is backed out:
affected Clusters
- Primary Active CMP is on Release 12.6
- MPE/MRA is on Release 12.6 Up to Date column shows Y for all servers
EXAMPLE:
2 | Name Alarm Se... | Upto... | Server Role Prev Release Running Release Upgrade Operation
FI 0 cMP Sited Cluster (2 Servers)
CMP175-55 1, Minor y_ Active 125.000_63.1.0 126.000_25.1.0 ) Initiate upgrade Completed Successfully at Aug 20, 2021 11:26:43,
CHPI75-45 Y Standby 125.000_0310 126.000_251.0 /) Intiate upgrade Completed Successfully at Aug 20, 202110:50:20.
F1 O mpe (3 Servers)
WPE175-57 Y Spare 125000 G10 1260002510 ) Initiate upgrade Completed Successfully at Sep 17, 2021 11:38:14,
WPE175-47 Y Active 125.000_63.1.0 1260002510 /) Initiate upgrade Completed Successfully at Sep 17, 2021 11:00:21.
WPE175-37 Y Standby 125000 G310 1260002510 ) Initiate upgrade Completed Successfuly at Sep 17, 2021 13:42:21
E1 [ mra (3 Servers)
WRA17S-58 Y Spare 125.0.0.0_63.10 12600.0_25.1.0 /) Initiate upgrade Completed Successfully at Sep 17, 2021 14:37:14,
MRAIT 48 Y Standby 1250006310 1260002510 '/ Iitte upgrade Completed Successful st Sep 17, 2021 15:02:14
MRA175-38 Y Active 1250006310 126000 2510 /) nitiate upgrade Completed Successfuly at Sep 17, 2021 14:08:21
2. [] | MPE/MRA SSH: 1. Using SSH, log into the Standby and Spare servers to be backed out as
Verify admusr.
/var/log/messa . . . L
ges file size 2. NOTE: Currently Active server is checked after the failover later on in this
procedure.
$ 1s -1h /var/log/messages
3. ONLY if the resulting size of /var/log/messages is above 20M, run the
following, otherwise proceed to the next step.
$ sudo cp /var/log/messages /var/camiant/log/messages.preBack-
out
$ sudo cat /dev/null > /var/log/messages
$ logger -s "Truncated this file prior to back-out. Copy is in
/var/camiant/log/messages.preBack-out"
4. Verify:
$ 1s -lh /var/log/messages
3. []|Cc™MPGUL 1. Navigate to Upgrade = Upgrade Manager.
Initiate Back-out .
2. Select the cluster (one cluster at a time, can be an MRA or MPE).
NOTE: Each . . -
3. Click Start Rollback. When hovering over the button, it indicates the server

to be backed out. In this case it is the current standby server.
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Ste Procedure Details
P ) Upgradc manager
a time. 8) System Alert: No actions are available for the selected ciuste Current 1S0: incremental-upqrade-12.6.0.0.0 $5.1.(
Start Rollback  Start Upgrade View Upgrade Log ~ DFiter  Coumns ¥  Advanded *
Initiate backout MPE176-37 (back) ymse . upto . | server Role Prev Release Running Release Upgrade Operation
= [J cmP site1 Cluster (2 Servers)
CMP175-55 & Minor Y Active 125.000_63.1.0 126.00.0_25.1.0 /) Inttate upgrade Completed Successfully at Aug 20, 2021 11:26:43.
CMP175-45 Y Standby 125000_G310 126000_2510 ') Initiate upgrade Completed Successfully at Aug 20, 2021 10:50:20.
B0 mpe (3 servers)
MPE175-57 Y Spare 120000 6310 12.6.0.00_25.1.0 /) Initigte upgrade Completed Successfully at Sep 17, 2021 11:3%:14,
MPE175-47 Y Active 1250006310 1260002510 ') Initiate upgrade Completed Successfully at Sep 17, 2021 11:00:21
MPE175-3T ¥ Standby 1250006310 1260002510 ') Initiate upgrade Completed Successfully at Sep 17, 2021 13:42:21
Bl ¥ mra (3 servers)
MRA1T5-58 Y Spare 125000_631.0 1260002510 /) Initiate upgrade Completed Successfully at Sep 17, 2021 14:37:14.
MRA175-48 Y Standby 125000_6310 126000_2510 /) Initiate upgrade Completed Successfully at Sep 17, 2021 15:02:14.
MRA1TS-38 Y Active 12.5.0.0.0_63.1.0 1260002510 ) Initiate upgrade Completed Successfully at Sep 17, 2021 14:08:21
4. Click OK to confirm and continue with the operation. It begins to back-out.

Action Confirmation

Are you sure that you want to perform this action?
Initiate backout MRA175-48 (back)

| DI{| | Cancel |

Follow the progress status in the Upgrade Operation column.

At this point, the server backing out goes into OOS state.

Wait until the server goes to an OOS state before selecting the next cluster to
back-out.

During the back-out activities, the following alarms may be generated and are
considered normal reporting events. These alarms are cleared after the cluster is
completely backed out.

Expected Critical Alarms

70001 The gp_procmgr process has failed

31227 The high availability status is failed due to raised alarms
70028 Signaling bonded interface is down

31283 High availability server is offline

Expected Major Alarms

70004 The QP processes have been brought down for maintenance
31236 High availability TCP link is down
31233 High availability path loss of connectivity

Expected Minor Alarms

70503 The server is in forced standby

70507 An upgrade/backout action on a server is in progress
70501 The Cluster is running different versions of software
31101 DB replication to a slave DB has failed

31102 DB replication from a master DB has failed

31282 The HA manager (cmha) is impaired by a s/w fault

31232 High availability server has not received a message ....
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Step

Procedure

Details

31107 DB merging from a child Source Node has failed

31114 DB Replication of configuration data via SOAP has failed
31104 DB Replication latency has exceeded thresholds

78001 Transfer of Policy jar files failed

70500 The system is running difference versions of software

31100 The DB replication process is impaired by a s/w fault

Back-out of the server is complete when the following message (initiate Back-out
completed successfully) displays in the Upgrade Operation column. The server
shows running release of 12.5.0/12.5.0.4 and return to standby with an N in the
Up To Date column. Note: first version column is Prev Release, and second
version column is Running Release.

B[4 mra (3 Servers)

HRAT75-58 Y Spare

HRATTS-43 III Standby

MRATTS-33 Y Active 1240004110

) nfiate upgrade Completed Successfuly at Sep 17,2021 14:3T:14

+/ Inftiate: backout Completed Successfully at Sep 17, 2021 17:01:03.

) Initiate: upgrade Completed Successfully at Sep 17,2021 14:08:21

"

4. CMP GUI: Verify | 1. Select the partially backed out cluster
the back-out is .
2. Select the View Upgrade LOG
successful
0 Backing out server upgrade 091712018 16:55:56 09/17/2018 17:00:52  0:0455  Server  MRA175-48 Success Manual User inttiated action: intf....
441 Modify the role/replication attribut... | 09/17/2018 16:35:56 09/17/2018 16:55:57  0:00:01  Cluster  mra Success Automatic  Automatic action for mal
a1 Wating for replication to synchro... : 09/17/2018 17:00:52 09172018 17:01:03  0:00:11  Server : MRA175-48 Success Automatic  Automatic action waitF
3. Check upgrade logs for the remainder of partially backed out clusters.
5. MPE/MRA SSH: 1. Login to the backed-out Standby server and verify that there are not anyt
Verify syscheck any failures in syscheck:
a.nd /tmp $ sudo syscheck
directory
permission
2. Verify /tmp directory permissions:
$ 1s -1 /
3. NOTE: Permissions should be the following,
drwxrwxrwt. 5 root root 4096 Apr 27 10:54 tmp
4. If the permissions are not as listed above then perform the following
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Verify eth01 is
primary device

Step Procedure Details
otherwise skip to next step:
$ sudo chmod 777 /tmp
$ sudo chcon -h system u:object r:tmp t:s0 /tmp
$ sudo chmod +t /tmp
5. Verify:
$ 1s -1 /
6. Perform syscheck again:
$ sudo syscheck
6. MPE/MRA CLI: This step only applies if the backed-out Standby server has a condition in which

after the upgrade is successful ETHO2 becomes the primary Ethernet interface
versus ETHO1 becoming the primary interface.

Continue the
back-out of the
MRA / MPE
clusters. Next
operation is
Initiate Back-out
on spare server

NOTE: Up to 16
clusters can be
backed out at

the same time,

interface . . .
To resolve this situation permanently, perform the following:
1. Asadmusr, run the following:
$ sudo cat /proc/net/bonding/bond0
2. Check that the output shows that the primary is set to eth02, it should be
eth01. This step is only applicable to the case where primary is set to eth02.
3. Ifthis blade is the active blade, change it to standby before performing the
following operations.
$ sudo rcstool co /etc/sysconfig/network-scripts/ifcfg-bond0
4. Find eth02.
5. Change from primary=eth02 to primary=eth01
6. Save and exit (for example, vi uses ESC :wq!)
$ sudo rcstool ci /etc/sysconfig/network-scripts/ifcfg-bond0
$ sudo reboot
7. Confirm Ensure that the Active/Spare are on 12.6 and the standby server shows running
MPE/MRA server | release of 12.5.0/12.5.0.4. Note: first version column is Prev Release, and second
status version column is Running Release.
B ¥ mra (3 Servers)
WRA175-58 Y Spare 250006310 1260002510 /) Intiate: upgrade Completed Successfully at Sep 17,2021 14:37:1
MRA175-48 D Standby 250008310 1260002510 /) Intiate backout Completed Successfully at Sep 17, 2021 17.01:0:
WRA175-38 Y Active 1240004110 125.000_63.10 /) Intiate: upgrade Completed Successfully at Sep 17,2021 14:08:2
8. CMP GUI: 1. Select the cluster (one cluster at a time) (can be an MRA or MPE)

2. Click Continue Rollback. When hovering over the button, it indicates to
initiate Back-out.
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selecting one at
a time.

NOTE: This takes
approximately
30 minutes to
complete.

Details
Infiate backout MRAT75-58 (back) rmse.  upto.. | ServerRoke Prev Release Running Release Upgrade Operation
E [ cuP sited Cluster (2 Servers)
CHP175-35 5 Minor Y Active 1250008310 1260002510 +) Initiate upgrade Completed Successfully at Aug 20, 2021 11.28:4]
CMPIT5-45 Y Standby 1220006310 126.000.25.10 ) Initiate upgrade Completed Successfully at Aug 20, 202110:50:2f
E [ mpe (3 Servers)
MPE1T75-57 Y Spare 1250006310 126.00.0.25.10 +) Initiate upgrade Completed Successfully at Sep 17, 2021 11:38:1
MPE175-47 Y Active 1250006310 126000 2510 +/ Inttiate upgrade Completed Successfully at Sep 17, 2021 11:00:2
MPEATS-37 i Standby 1260002510 1250006310 /) Initiate backout Completed Successfully at Sep 17, 202113422
Bl vl mra (3 Servers)
MRA1T5-58 Y Spare 1250006310 126.00.0.2510 /! Initiate upgrade Completed Successfully at Sep 17, 2021 14:37:1
MRA1T75-48 N Standby 1260002510 125.00.0_63.10 ) Initiate backout Completed Successfully at Sep 17, 2021 15:02:1
HRANTS-38 Y Active 1250006310 1260002510 ¢/ Infiate upgrade Completed Successfuly at Sep 17, 2021 14082

3. Click OK to confirm and continue with the operation.

Action Confirmation

Are you sure that you want to perform this action?
Initiate backout MRA175-58 (back)

| DK| | Cancel |

Wait until the server goes to an OOS state before selecting the next cluster.

Follow the progress status in the Server Role column. The Server shows OOS in
the server role until the back-out completes.

During the back-out activities, the following alarms may be generated and are

considered normal reporting events. These alarms are cleared after the cluster is

completely backed out.

Expected Critical Alarms

70001 The gp_procmgr process has failed

31227 The high availability status is failed due to raised alarms
70028 Signaling bonded interface is down

31283 High availability server is offline

Expected Major Alarms

70004 The QP processes have been brought down for maintenance
31236 High availability TCP link is down
31233 High availability path loss of connectivity

Expected Minor Alarms

70503 The server is in forced standby

70507 An upgrade/backout action on a server is in progress
70501 The Cluster is running different versions of software
31101 DB replication to a slave DB has failed

31102 DB replication from a master DB has failed

31282 The HA manager (cmha) is impaired by a s/w fault

31232 High availability server has not received a message ....

76




Step

Procedure

Details

31107 DB merging from a child Source Node has failed

31114 DB Replication of configuration data via SOAP has failed
31104 DB Replication latency has exceeded thresholds

78001 Transfer of Policy jar files failed

70500 The system is running difference versions of software
31100 The DB replication process is impaired by a s/w fault

Back-out of the server is complete when the following message (initiate Back-out
completed successfully) displays in the Upgrade Operation column. The server
goes back to running release of 12.5.0/12.5.0.4. Note: first version column is
Prev Release, and second version column is Running Release.

B[4 mra (3 Servers)

MRA1T5-58 5 Winor N 005

MRATTS-48 n Standoy

MRA1T5-33 5 Winor Y Active 125.00.0 8310

MPE/MRA SSH:
Verify syscheck
and /tmp
directory
permission

1. Loginto the backed-out Spare server as admusr.

2. Verify that there are not anyt any failures in syscheck:

$ sudo syscheck

3. Verify /tmp directory permissions:

$ 1s -1 /

4. NOTE: Permissions should be the following,

drwxrwxrwt. 5 root root 4096 Apr 27 10:54 tmp

5. Ifthe permissions are not as listed above then perform the following

otherwise skip to next step:

$ sudo chmod 777 /tmp

$ sudo chcon -h system u:object r:tmp t:s0 /tmp
$ sudo chmod +t /tmp

6. Verify:
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$ 1s -1 /
7. Perform syscheck again:
$ sudo syscheck
10. MPE/MRA CLI: This step only applies if the backed-out Spare server has a condition in which

Verify eth01 is
primary device
interface

after the back-out is successful ETHO2 becomes the primary Ethernet interface
versus ETHO1 becoming the primary interface.

To resolve this situation permanently, perform the following:

1.

As admusr, run the following:

$ sudo cat /proc/net/bonding/bond0

Check that the output shows that the primary is set to eth02, it should be
eth01. This step is only applicable to the case where primary is set to eth02.

If this blade is the active blade, change it to standby before performing the
following operations.

$ sudo rcstool co /etc/sysconfig/network-scripts/ifcfg-bond0
Find eth02.

Change from primary=eth02 to primary=eth01

Save and exit (for example, vi uses ESC :wq!)

$ sudo rcstool ci /etc/sysconfig/network-scripts/ifcfg-bond0

$ sudo reboot
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11. CMP GUI: Current state of the cluster must be as follows.
Continue the . .
- Active Server is on Release 12.5.0/12.5.0.4
back-out of the
MRA / MPE - Standby Server is on Previous release
clusters. Next - Spare Server is on Previous release
operation is 1. Select the cluster (one cluster at a time) (can be an MRA or MPE)
failover to the
12.5.0/12.5.0.4 2. Click Continue Rollback. When hovering over the button, it informs you to
server. failover to old version, which is 12.5.0/12.5.0.4
NOTE: Up to 16 ‘EImra(!Sewers] : :
WRATTS-58 N Spare. 126.000_25.1.0 1250006310 ) Initiate backout Completed Successfully at Sep 17, 2021 14:37:14.
CIUSterS can be WRA175-48 I Standby 1260002510 1250006310 /! Initiate backout Completed Successfully at Sep 17, 2021 15:02:14,
backed out at WRAITE-38 ¥ Active 125000 6310 1260002510 /) Intiate upqrade Completed Successfuly at Sep 17, 2021 14:08:21
the sa.me time, 3. Click OK to confirm and continue with the operation. It begins to failover.
selecting one at
Are you sure that you want to perform this action?
Failover to old version mra (back)
| 0K | | Cancel |
Wait until the server fails over before selecting the next cluster. This takes
approximately 2 minutes
Expected Critical Alarms
70001 The gp_procmgr process has failed
31227 The high availability status is failed due to raised alarms
Expected Major Alarms
74603 The number of failed MPE primary cluster reaches the threshold
Expected Minor Alarms
70503 The server is in forced standby
31102 DB replication from a master DB has failed
71402 Diameter Connectivity Lost
31101 DB replication to a slave DB has failed
78001 Transfer of Policy jar files failed
State of the cluster looks like the following when the failover completes. Note:
first version column is Prev Release, and second version column is Running
Release.
E1 [ mra (3 Servers)
MRA17S-58 5 Winor N Spare 126.00.0_25.1.0 125.0.00.63.10 +/ Intiate backout Completed Successfully at Sep 17, 2021 14:37:14,
MRA17S-48 N 12600072510 ) Initiate backout Completed Successfully at Sep 17, 2021 15:02:14,
MRA175-38 i Minor Y Standby 125000 63.1.0 1260002510 ) Initiate upgrade Completed Suceessfully at Sep 17, 2021 14:08:21
12. CMP GUI: e MPE
Rea?_ply _ Navigate to Policy Server = Configuration & <mpe_cluster
Configuration on name> - System
MPE/MRA
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cluster that
competed the
failover
successfully

e MRA:

Navigate to MRA = Configuration = <mra_cluster name> ->
System

The selected Cluster status is Degraded as expected as shown:

Reports | Logs | MRA | Diameter Routing

Modify Delate Reapply Configuration

Configuration

MName mra
Status
Wersion 12.5.0.0.0_25.1.0

Description / Location

Secure Connection Mo
Stateless Routing Mo
System Time Aug 20, 2021 04:50 AM GMT

Click Reapply Configuration.

Note the Version is successfully changed to the upgraded Release
12.5.0/12.5.0.4.

NOTE: The status be Degraded which is a normal reporting event as the servers
are in different status.

MPE:

Reports | Logs | MRA | Diameter Routing Ses|

Madify Delete Reapply Configuration

Configuration

MName mra
Status
ersion 1250006310

Description / Location

Secure Connection Mo
Stateless Routing Mo
Systemn Time Sep 17, 2021 09:37 AM GMT

13.

MPE/MRA SSH:

Verify
/var/log/messa

1. Using SSH, log into the Standby server to be backed out as admusr.

$ 1s -1h /var/log/messages
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ges file size

ONLY if the resulting size of /var/log/messages is above 20M, run the
following, otherwise proceed to the next step.

$ sudo cp /var/log/messages /var/camiant/log/messages.preBack-
out

$ sudo cat /dev/null > /var/log/messages

$ logger -s "Truncated this file prior to back-out. Copy is in

/var/camiant/log/messages.preBack-out"

3. Verify:

$ 1s -lh /var/log/messages

14.

CMP GUI:
Complete Back-
out of cluster(s)

NOTE: Up to 16
clusters can be
backed out at
the same time,
selecting one at
a time.

NOTE: Each
back-out of a
one blade server
completes in
approximately
30 minutes

1. Select the cluster (one cluster at a time) (can be an MRA or MPE)

2. Click Continue Rollback. When hovering over the button, it indicates the
back-out server.

& [ CMP Sited Cluster (2 Servers)
CIP175-85
CHMP175-43
E O mpe (3 Servers)
WPE1TS-E7
MPE1T5-4T

MPE1TS-3T

Initiate backout MRA1TS-36 (back)  ce

Upto

Server Role

Active

Standby

Spare
Active

Standby

Prev Release

125.00.0_63.1.0

120.000.0310

1250000310
125.00.0_63.1.0

1260002510

Running Release

1260002510

1260002510

1260002510
1260002510

1250006310

Upgrads Operstion

| Initiate upgrade Completed Successfully at Aug 20, 2021 11:26:4]

/) ntate upgrade Completed Successfully at Aug 20, 2021 10:50:2D.

) Initiate upgrade Completed Successfully at Sep 17, 2021 11:39:1
) Initiate upgrade Completed Successfully at Sep 17, 2021 11:00:2

! Intiate backout Completed Successfully at Sep 17, 202113:42:2]

B [¥] mra (3 Servers)

WRA175-58
MRA175-48

MRA1TS-38

N

¥

Spare
Active

Standby

1260002510
1260002510

1250006310

125.00.0_63.1.0

1250006310
1260002510

| Initiate upgrade Completed Successfully at Sep 17, 2021 14:37:1
) Initiate backeut Completed Successfully at Sep 17, 2021 15:02:1,

) Initiate upgrade Completed Successfully at Sep 17, 2021 14:08:2

3. Click OK to confirm and continue with the operation. It begins to back-out.
Follow the progress status in the Upgrade Operation column.

During the back-out activities, the following alarms may be generated
and are considered normal reporting events. These alarms are cleared

after the cluster is completely backed out.

Expected Critical Alarms

70001 The gp_procmgr process has failed

31227 The high availability status is failed due to raised alarms

70028 Signaling bonded interface is down

31283 High availability server is offline

Expected Major Alarms

70004 The QP processes have been brought down for maintenance
31236 High availability TCP link is down

31233 High availability path loss of connectivity

Expected Minor Alarms

70503 The server is in forced standby
70507 An upgrade/backout action on a server is in progress

70501 The Cluster is running different versions of software

31101 DB replication to a slave DB has failed
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31102 DB replication from a master DB has failed
31282 The HA manager (cmha) is impaired by a s/w fault

31232 High availability server has not received a message

31284 High availability remote subscriber has not received a heartbeat

31107 DB merging from a child Source Node has failed

31114 DB Replication of configuration data via SOAP has failed
31104 DB Replication latency has exceeded thresholds

78001 Transfer of Policy jar files failed

70500 The system is running difference versions of software

31100 The DB replication process is impaired by a s/w fault

Back-out of the server is complete when the following message (initiate Back-out

completed successfully) displays in the Upgrade Operation column.

Verify in Upgrade Log that that back-out was successful:

441 0 Backing out server upgrade : 09M7/2018 16:55:56  : 09M7/201817:0... . 0:04:55  Server MRA175-48 @ Success
442 441 Wodify the role/replication ... - 09M17/201816:55:56 08A7201818:5... 0:00:01  Cluster mra Success
443 44 Watting for replication to 5... - 09A7/201817:00:52 09ATR201817:0... 0:00:11  Server  MRA175-48 - Success
228 0 Backing out server upgrade : 09M7/2018 171256 © 0SAT/201817:1... . 0:04:45  Server  MRA175-58 : Success
445 L Wodify the role/replication ... - 0972018171256 08AT201817:1... 0:00:01  Cluster mra Success
445 S Watting for replication to 5... - 09A7/201817:17:41 - 09ATR01B17:1... 0:00:10  Server  MRA17S-58 - Success
447 0 Failover to old version 09M7R2018 172912 08MTR2018172... 0:00:00 Clster mra Success
443 0 Backing out server upgrade - 08M7/201817.40:11 0BAT201817.4... 0:04:50 Server MRA175-33  Success
448 442 Modify the role/replication ... - 0SH7/2018 17:40:11 0972018174, 0:00:01  Cluster  mra Success
450 448 ‘Watting for replication to s...  09M7/201817:45:01  09MTR2018174... 00013 Server  MRA17S-38 © Success
451 443 WModify the role/replication ... - 08M7/201817.45:01 0872018 17:4... 0:00:01 Cluster mra Success

Wanual
Automatic
Automatic
Wanual
Automatic
Automatic
Wanual
Wanual
Automatic
Automatic

Automatic

User intiated action

Automatic action fo

Automatic action w.|.

User intiated action

Automatic action fo

Automatic action w.|.

User infiated actiony..

User inftiated action;

Automatic action fo

Automatic action w.|.

Automatic action fo

All of the servers is on Release 12.5.0/12.5.0.4 at this point and show
active/standby/spare. Note: first version column is Prev Release, and second

version column is Running Release.

[ ¥ mra (3 Servers)
MRA1T5-58 N Spare 126.00.0_25.1.0 125.00.0 63.1.0 ) Initiate backout Completed Successfully at Sep 17, 2021 17:17.
HWRA175-43 N Active 1260002510 1250006310 + Initiate backout Completed Successfuly atSep 17, 2021 7.1
WRATTS-38 N Standby 1260002510 1250006310 ) Initiate: backout Completed Successfully atSep 17, 2021 17:45:
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15.

MPE/MRA SSH:
Verify syscheck
and /tmp
directory
permission

1.
2.

Login to the backed-out Standby server as admusr.

Verify that there are not any failures in syscheck:

$ sudo syscheck

Verify /tmp directory permissions:
$ 1s -1 /
NOTE: Permissions should be the following,

drwxrwxrwt. 5 root root 4096 Apr 27 10:54 tmp

If the permissions are not as listed above then perform the following
otherwise skip to next step:

$ sudo chmod 777 /tmp

$ sudo chcon -h system u:object r:tmp t:s0 /tmp
$ sudo chmod +t /tmp

Verify:

$1ls -1 /

Perform syscheck again:

$ sudo syscheck
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16.

MPE/MRA CLI:
Verify eth01 is
primary device
interface

This step only applies if the backed-out Standby server has a condition in which
after the back-out is successful ETHO2 becomes the primary Ethernet interface
versus ETHO1 becoming the primary interface.

To resolve this situation permanently, perform the following:
1. Asadmusr, run the following:
$ sudo cat /proc/net/bonding/bond0

2. Check that the output shows that the primary is set to eth02, it should be
ethO01. This step is only applicable to the case where primary is set to eth02.

3. Ifthis blade is the active blade, change it to standby before performing the
following operations.

$ sudo rcstool co /etc/sysconfig/network-scripts/ifcfg-bond0
4. Find eth02.
5. Change from primary=eth02 to primary=eth01
6. Save and exit (for example, vi uses ESC :wq!)

$ sudo rcstool ci /etc/sysconfig/network-scripts/ifcfg-bond0

$ sudo reboot

17. CMP GUI: Verify | Verify Cluster is processing traffic normally:
that backed out . .
cluster is Navigate to System Wide Reports = KPI Dashboard.
. . KPI Dashboard { Last Refresh:00/17/2018 17:53:40 )
processing traffic P oo el
normally. e oo s
TP PCD TPS Total TPS PDN S“b‘:(‘l'_‘i’:ers Critical Major Minor Sent Receiv
MRAs selected 0 0 0 0 0 0 0 0 [} [}
MPEs selected 0 0 0 0 0 2 2 3 [} [}
mra Performance Connections Alarm: Protocol Errofs
MRA State Lr::' isg 'r“;;' PDN s‘:ﬁ:ls‘:u CPU % "“:‘:"’ MPE MRA gﬁ::;t Critical Major Minor | Sent n“:i
= mra(Server-A) Standby 11 18
& mra(Server-B) (\:;;:;Egl 0 o o o o 37 21 1of1 | 0of0 Oof0 0 [} 0 o
. mra(Server-C) Snara 1
MPE State | TPS PDN sﬁ?s'?ﬁ. CPU % ”’:;“"V MRA 5;)‘:‘;5 Critical | Major | Minor | Sent R&C!
2 mpe(Server-A) si“;:‘c;:v 11 20
o moetserersy | s o s x o [ N -
& mpe(Server-C) No Data 0 o
18. CMP GUI: Verify | 1. Navigate to System Wide Reports = Alarms = Active Alarms.
alarms . .
2. Verify that there are not any unexpected active alarms present.
NOTE: Some Alarms take approximately 30 minutes to 1 hour to auto clear.
NOTE: After the backout of the clusters, if Critical Alarm 31283 (High
availability server is offline) does not clear, then REP route might be
missing from the backed-out server. Therefore Routes need to be
verified and added. In this case, proceed to next step, otherwise, skip to
step 20.
19. MPE/MRA SSH: 1. Logininto MPE/MRA server as admusr

Verify routes

2. Copy routes_output.txt from /home/admusr to /tmp

$ sudo cp routes_output.txt /tmp
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$ cd /tmp
$ 1s

routes output.txt

E =MWARNING: It is critical that proper exit of the platcfg menu is strictly
adhered to. Not exiting the platcfg menu and or in the event of a blade service
interruption occur while still within the platcfg menu can cause an adverse
impact to application functionality on the blade. If this occurs contact Oracle

personnel immediately and alert Maintenance Engineering.

3. Runthe platcfg utility:
$ sudo su - platcfg

4. Navigate to Policy Configuration = Routing Config = Display Routes.
5. Verify that all routes are present.
6. Click Forward to view all the routes.

Example:

Main Routing Table
Network Destination
Source Gateway
default SIGA 0.0.0.0/0
None 10.240.232.193
default SIGA ::/0
Hone 2001:4888:0:63::1
net ORM -151.0.0/16
None -240.232.65
net OBM -26.0.0/16
Hone -240.232.65
net .25.0.0/18
-240.232.65
net .240.232.224/28
-240.232.241
.250.32.10/32

7. If any of the routes are missing then perform the following otherwise skip to
step 20

8. Navigate back to Route Configuration Menu and select Import Routes.

Route Configuration Menu

4dd Route
Delete Route
Display Routes

Export Routes

9. Click OK.
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| Import Routes From File |

Destination: Jjg

10. Routes is imported from /tmp/routes output.txt file and Route
Configuration Menu is displayed again.

11. Select Display Routes.
12. Verify that all routes are present.
13. Click Forward to view all the routes.

Example:

Main Routing Table
Network Destination
Source Gateway
default SIGA 0.0.0.0/0
Hone 10.240.232.183
default SIGA ::/0
None 2001:4888:0:63::1
net CRM -151.0.0/16
Hone -240.232.65
net OBM -26.0.0/16
None -240.232.65
net CRM -25.0.0/16
Hone -240.232.65
net REP .240.232.224/28
None -240.232.241
CRM .250.32.10/32

14. Exit the platcfg utility

E =WARNING: It is critical that proper exit of the platcfg menu is strictly
adhered to. Not exiting the platcfg menu and or in the event of a blade service
interruption occur while still within the platcfg menu can cause an adverse
impact to application functionality on the blade. If this occurs contact Oracle

personnel immediately and alert Maintenance Engineering.

20. Repeat for other | Repeat this procedure for remainder of MPE/MRA servers, if not fully backed out
clusters as yet.
needed

21. Perform Another syscheck on all the back-out servers can be performed to ensure all
syscheck and modules are still operationally OK before progressing to the next procedure.
verify that

alarms are clear.

1. Navigate to System Wide Reports = Alarms = Active Alarms.
2. Verify that there are not any unexpected active alarms present.

NOTE: Some Alarms take appoximately 30 minutes to 1 hour to auto clear.

—End of Procedure—
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1.10.3.4 Back-out Fully Upgraded Secondary CMP cluster
Use this procedure to back-out a fully upgraded Secondary CMP cluster.
Expected Pre-conditions:

1. Primary Active CMP is on Release 12.6
2. Secondary CMP cluster is on Release 12.6
3. All MPE/MRA Clusters are on Release 12.5.0/12.5.0.4

NOTES:

e This procedure must be performed within a maintenance window.
e This procedure takes approximately 105 minutes.
e If this procedure fails, contact Oracle Technical Services and ask for ASSISTANCE.

Check off (\/) each step as it is completed. Boxes have been provided for this purpose under each step
number.

Procedure 14: Back-out Fully Upgraded Secondary CMP cluster

Step Procedure Details

1. [_]| CMP GUI: Verify the | 1. Navigate to Upgrade - Upgrade Manager.
status of CMP

2. Confirm status of the cluster to be backed out:
clusters

- Primary Active CMP is on Release 12.6

- Secondary CMP cluster is on Release 12.6

- Upto Date column shows Y for all servers
3. Click Filter and enter cmp in the Name field.

Example:

B | Name Alarm 3... | Upto... | Server Role Prev Release Running Release

cme L]l d| d| '

=[] CMP Sited Cluster (2 Servers)
CMP175-55 Y Active 1250006310 126.00.0.25.10
CMP175-45 Y Standby 1250006310 1280002510
=[] CMP Site2 Cluster (2 Servers)
CMP175-58 Y Active 1250006310 1260002510
CMP175-46 Y Standoy 1250006310 4260002510

2. [_]| CMP SSH: Verify 1. Using SSH, log into the Standby server to be backed out as admusr
/var/log/messages

. $ 1s -1h /var/log/messages
file size - -

2. ONLY if the resulting size of /var/log/messages is above 20M, run the
following, otherwise proceed to the next step.

$ sudo cp /var/log/messages /var/camiant/log/messages.preBack-
out

$ sudo cat /dev/null > /var/log/messages

$ logger -s "Truncated this file prior to back-out. Copy is in
/var/camiant/log/messages.preBack-out"

3. Verify:
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$ 1s -1h /var/log/messages

CMP GUI: Back-out
clusters

NOTE: Each back-
out of one server
takes about 30
minutes to
complete.

1. Navigate to Upgrade = Upgrade Manager.
2. Select the Secondary CMP cluster

3. Click Start Rollback. When hovering over the button, it indicates the back-
out server.

Start Rollback  Start Upgrade

Initiate backout CMP175-46 (back) by 5 Upto. | ServerRole Prev Release Running Release
cmp A 2 ]| dil
E ] CMP Site1 Cluster (2 Servers)
CMP175-55 Y Active 125.0.0.0 63.1.0 1260002510
CMP175-45 Y Standoy 1250006310 126.00.0_25.1.0
[l lv| CMP Site2 Cluster (2 Servers)
CMP175-56 Y Active 12.5.0.0.0.631.0 1260002510
CMP175-46 Y Standoy 12.5.0.0.0 8310 1260002510

4. Click OK to confirm and continue with the operation. It begins to back-out.
Server goes into an OOS server Role

Follow the progress status in the Upgrade Operation column.

During the back-out activities, the following alarms may be generated and are
considered normal reporting events. These alarms are cleared after the cluster is
completely backed out.

Expected Critical Alarms

70001 The gp_procmgr process has failed.

31227 The high availability status is failed due to raised alarms

31283 High availability server is offline

70025 The MySQL slave has a different schema version than the master

Expected Major Alarms

70004 The QP processes have been brought down for maintenance
31236 High availability TCP link is down

31233 High availability path loss of connectivity

70021 The MySQL slave is not connected to the master

Expected Minor Alarms

70503 The server is in forced standby

70507 An upgrade/backout action on a server is in progress
70501 The Cluster is running different versions of software
31232 High availability server has not received a message
31101 DB replication to a slave DB has failed

31102 DB replication from a master DB has failed
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31107 DB merging from a child Source Node has failed
31114 DB Replication of configuration data via SOAP has failed
31106 DB merging to the parent Merge Node has failed
Back-out of the server is complete when the following message (initiate Back-out
completed successfully) displays in the Upgrade Operation column. The server
goes back to standby state and show running release of 12.5.0/12.5.0.4.
B Name Alam S... |Upto... | Server Role Prev Release Running Release Upgrade Cperation
fame IC_IC ]l | | ']
El [vl CMP Sited Cluster (2 Servers)
CMP175-55 & Minor Y Active 1250006310 126.00.0_25.1.0 /! Initiate upgrade Completed Succeq
CMP175-45 Y Standoy 125.0.0063 1.0 126.00.0_25.1.0 /! Initiate upgrade Completed Succeq
1 [1 CMP Site2 Cluster (2 Servers)
CMP175-56 Y Active 1250006310 1260002510 /! Initiate upgrade Completed Succeq
| cupi7s-45 X Criicl N Standby 126000 2510 125000 6310 || Initiate backout Completed Succes
4. CMP SSH: Verify 1. Login to the backed-out Server and verify that there are not any failures in
syscheck and /tmp syscheck:
dwecForY $ sudo syscheck
permission

2. Verify /tmp directory permissions:

3. NOTE: Permissions should be the following:

4. If the permissions are not as listed above then perform the following

5. Verify:

$1s -1 /

drwxrwxrwt. 5 root root 4096 Apr 27 10:54 tmp

otherwise skip to next step:

$ sudo chmod 777 /tmp

$ sudo chcon -h system u:object r:tmp t:sO /tmp
$ sudo chmod +t /tmp
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6.

$1s -1 /
Perform syscheck again:

$ sudo syscheck

CMP SSH: Verify
eth01 is primary
device interface

This step only applies if the server has a condition in which after the back-out is
successful ETH11 becomes the primary Ethernet interface versus ETHO1
becoming the primary interface.

To resolve this situation permanently, perform the following:

1.

As admusr, run the following:

$ sudo cat /proc/net/bonding/bond0

Check that the output shows that the primary is set to eth11, it should be
eth01. This step is only applicable to the case where primary is set to eth11.

If the CMP is the active server, change it to standby before performing the
following operations.

$ sudo rcstool co /etc/sysconfig/network-scripts/ifcfg-bond0
Find eth11.

Change from primary=ethll to primary=eth01

Save and exit (for example, vi uses ESC :wq!)

$ sudo rcstool ci /etc/sysconfig/network-scripts/ifcfg-bond0

$ sudo reboot

90




Step

Procedure

Details

]

CMP GUI: Continue
the back-out. Next
operation is
failover.

Select Secondary CMP cluster.
Navigate to Upgrade = Upgrade Manager.

Select the Secondary CMP cluster

ol N

Click Continue Rollback. When hovering over the button, it informs you to
failover.

Confinue Rollback ~ Resume Upgrade

(F;;E;;er to old version CMP Site2 Cluster . |ServerRole | PrevRelease Running Release
e i al al
= 1 CMP Sited Cluster (2 Servers)
CMP175-55 Y Active 12500.0_63.1.0 126.00.0.25.1.0
CMP175-45 ¥ Standay 1250006310 1260002510
[l [¥] CMP Site2 Cluster (2 Servers)
CMP175-56 Y Active 1250006310 126.00.0_25.1.0
CMP175-46 ¥ Standoy 1260002510 1250006310

5. Click OK to confirm and continue with the operation. It begins to failover.

Follow the progress status in the Server Role column. Wait for the server to
show standby.

Expected Critical Alarms

70001 The gp_procmgr process has failed.

31227 The high availability status is failed due to raised alarms

31283 High availability server is offline

70025 The MySQL slave has a different schema version than the master
74604 Policy cluster is offline

Expected Major Alarms

70004 The QP processes have been brought down for maintenance
31233 High availability path loss of connectivity
70021 The MySQL slave is not connected to the master

Expected Minor Alarms

70503 The server is in forced standby

70507 An upgrade/backout action on a server is in progress
70501 The Cluster is running different versions of software
31232 High availability server has not received a message
31101 DB replication to a slave DB has failed

31102 DB replication from a master DB has failed

31107 DB merging from a child Source Node has failed

31114 DB Replication of configuration data via SOAP has failed
31106 DB merging to the parent Merge Node has failed

70500 The system is running different versions of software
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7. |:| CMP SSH: Verify Using SSH, log into the Standby server to be backed out as admusr.
1
/_var-/ og/messages $ 1s -1h /var/log/messages
file size

ONLY if the resulting size of /var/log/messages is above 20M, run the
following, otherwise proceed to the next step.

$ sudo cp /var/log/messages /var/camiant/log/messages.preBack-
out

$ sudo cat /dev/null > /var/log/messages

$ logger -s "Truncated this file prior to back-out. Copy is in
/var/camiant/log/messages.preBack-out"

Verify:

$ 1s -1h /var/log/messages

CMP GUI: Continue
the backed-out.
Next operation is
Initiate Back-out

NOTE: Each back-
out of one server
takes about 30
minutes to
complete.

Navigate to Upgrade = Upgrade Manager.
Select the Secondary CMP cluster.

Click Continue Rollback. When hovering over the button, it informs you to
rollback.

Continue Rollback

Resume Upgrade

Initiate backout CMP175-56 (back)fy, o

. Upto... | Server Role Prev Release Running Release

e |2 | d d

= ] CMP Site1 Cluster (2 Servers)

CMP175-55 Y Active 125.00.0_63.1.0 1260002510

CMP175-45 Y Standoy 1250006310 1260.0.0_25.1.0
[l [¥] CMP Site2 Cluster (2 Servers)

CMP175-56 Y Active 125.00.0.631.0 1260002510

CMP175-46 Y Standby 1260002510 1250.0.0_63.10

Click OK to confirm and continue with the operation. It begins to failover.

Follow the progress status in the Server Role column. Wait until the server
to back-out comes to Standby state before continuing.

Back-out of the server is complete when the following message (initiate
Back-out completed successfully) displays in the Upgrade Operation column.

= C]CMP Site Cluster (2 Servers)

CMP175-55 Y Active 125.0.0.0_63.1.0 126.00.0_25.1.0

CMP175-45 Y Standby 125000 631.0 126.0.0.0_25.1.0
(] [v] CMP Site2 Cluster (2 Servers)

CMP175-56 %) Criical Y Agtive 126000 2510 125000 63.1.0

CMP175-48 %) Critical 'Y Standby 126.0.0.0_25.1.0 125.00.0_63.1.0

Expected Critical Alarms

70001 The gp_procmgr process has failed.
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31227 The high availability status is failed due to raised alarms
31283 High availability server is offline
70025 The MySQL slave has a different schema version than the master

Expected Major Alarms

70004 The QP processes have been brought down for maintenance
31236 High availability TCP link is down

31233 High availability path loss of connectivity

70021 The MySQL slave is not connected to the master

Expected Minor Alarms

70503 The server is in forced standby

70507 An upgrade/backout action on a server is in progress
70501 The Cluster is running different versions of software
31232 High availability server has not received a message
31101 DB replication to a slave DB has failed

31102 DB replication from a master DB has failed

31107 DB merging from a child Source Node has failed
31114 DB Replication of configuration data via SOAP has failed
31106 DB merging to the parent Merge Node has failed
70500 The system is running different versions of software
Verify in Upgrade Log that that back-out was successful:

All Secondary CMP servers is on Release 12.5.0/12.5.0.4 at this point and
show active/standby

206

212

5

216

bzl

24

228

235

236

0 Backing out server upgrade © 1/23/2016 19:20:57 1232016 19:4...  0:20:40  Server © njbbs07m...  Success  Manual © User infiated actiof:.

206 Modify the role/replication ...  123/2016 19:20:57 /232016 19:2...  ;:00:04  Cluster © njbbsD7m...  Success - Automatic = Automatic action fc

206 Watting for replication to ... & 1232016 19.41:37 1232016 19:4...  ®0110  Server © njbbs07m...  Success  Automatic © Autematic action w

0 Backing out server upgrade © 1/23/2016 20:20:35 1232016 20:4... © 0:2242  Server  njbbs07m...  Success  Manual ° User intiated actiof:.

215 Modify the role/replication ... : 1/23/2016 20:20:35 1/232016 20:2... © 1:00:04  Cluster : njbbs07m...  Success  Autematic © Autematic action ft

215 Watting for replication to 5... © 1232016 20:43:17 1232016 20:4...  :0209  Server : njbbs07m...  Success  Automatic | Autematic action w

0 Failover to old version 1/23/2016 20:59:13 1232016 20:5... © 0:00:00 Cluster - njbbs07m...  Success - Manual  User infiated actiof:.

0 Backing out server upgrade - 1/23/2016 21:16:02 1232016 21:3... 02305 Server - njbbs07m... Success - Manual  User infliated actiof:.

27 Modify the role/replication ... = 1/23/2016 21:16:02 1232016 21:1...  :00:04  Cluster : njbbs07m...  Success  Automatic | Automatic action ft
27 Waiting for replication tos... © 1/23/2016 21:39:.07 1232016 20:3...  0:00:19  Server  njbbs07m...  Success : Automatic : Automatic action w

27 Modify the role/replication ... : 123/2016 21:39.07 /232016 21:3...  ;00:04  Cluster : njbbs07m...  Success - Autematic  Autematic action 1t

...

...
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9. |:| CMP SSH: Verify 1. Login to the backed-out Server as admusr.
S:VSCheCk and /tmp 2. Verify that there are not any failures in syscheck.
directory
permission $ sudo syscheck

Verify /tmp directory permissions:

$1ls -1/

NOTE: Permissions should be the following,

drwxrwxrwt. 5 root root

4096 Apr 27 10:54 tmp

If the permissions are not as listed above then perform the following

otherwise skip to next step:

$ sudo chmod 777 /tmp

$ sudo chcon -h system u:object r:tmp t:s0 /tmp

$ sudo chmod +t /tmp
Verify:

$1ls -1/

Perform syscheck again:

$ sudo syscheck

94




Step Procedure Details

10. |:| CMP SSH: Verify This step only applies if the server has a condition in which after the back-out is
eth01 is primary successful ETH11 becomes the primary Ethernet interface versus ETHO1
device interface becoming the primary interface.

To resolve this situation permanently, perform the following:
1. Asadmusr, run the following:
$ sudo cat /proc/net/bonding/bond0

2. Check that the output shows that the primary is set to eth11, it should be
eth01. This step is only applicable to the case where primary is set to eth11.

3. Ifthis blade is the active blade, change it to standby before performing the
following operations.

$ sudo rcstool co /etc/sysconfig/network-scripts/ifcfg-bond0
4. Find eth11l.
5. Change from primary=ethll to primary=eth01
6. Save and exit (for example, vi uses ESC :wq!)

$ sudo rcstool ci /etc/sysconfig/network-scripts/ifcfg-bond0

$ sudo reboot

—End of Procedure—

1.10.3.5 Back-out Fully Upgraded Primary CMP cluster
Use this procedure to back-out a fully upgraded Primary CMP cluster.
Expected Pre-conditions:

1. Primary Active CMP cluster is on Release 12.6.
2. Secondary CMP, MPE and MRA Clusters are on Release 12.5.0/12.5.0.4.

NOTES:

e This procedure must be performed within a maintenance window.
e This procedure takes approximately 105 minutes.
e If this procedure fails, contact Oracle Technical Services and ask for ASSISTANCE.

Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step
number.

95




Procedure 15:

Back-out Fully Upgraded Primary CMP cluster

Step Procedure Details
1. [] | CMP GUI: Verify the 1. Navigate to Upgrade = Upgrade Manager
status of CMP )
2. Confirm status of the cluster to be backed out:
clusters
- Primary Active CMP is on Release 12.6
- Secondary CMP, MPE and MRA Clusters are on Release
12.5.0/12.5.0.4
- Up to Date column shows Y for all servers in Primary CMP cluster
- Click Filter and enter cmp in the Name field.
Example:
E | Name Alarm 5. | Upto... | Server Role Prev Release Running Release
[l l¥| CMP Site1 Cluster (2 Servers)
CMP175-55 Y Active 125000 63.1.0 126.0.0.0.25.1.0
CMP175-45 Y Standby 125.000 63.1.0 126.0.0.0 2510
= ] CMP Site2 Cluster (2 Servers)
CMP175-56 %) Critical ' N Standby 126.0.0.0_251.0 125000 63.1.0
CMP175-46 %) Critical - N Active 1260002510 1250006310
2. [] | CMP SSH: Verify 1. Using SSH, log into the Standby server to be backed out as admusr.
1
/.var./ og/messages $ 1s -1h /var/log/messages
file size
2. ONLY if the resulting size of /var/log/messages is above 20M, run the
following, otherwise proceed to the next step.
$ sudo cp /var/log/messages /var/camiant/log/messages.preBack-
out
$ sudo cat /dev/null > /var/log/messages
$ logger -s "Truncated this file prior to back-out. Copy is in
/var/camiant/log/messages.preBack-out"
3. Verify:
$ 1s -1h /var/log/messages
3. [] | CMP GUI: Back-out 1. Select the Primary CMP cluster

standby server of
Primary CMP cluster

NOTE: Back-out of
one server takes
about 30 minutes to
complete.

Click Start Rollback. When hovering over the button, it indicates the
server to back out.
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Start Rollback  Starf Upgrade

Initiate backout CMP175-45 (back]}‘ S.. |Upto.. ServerRole | PrevRelease Running Releass

[l [v] CMP Site1 Cluster (2 Servers)
CMP175-55 Y Active 125000 63.1.0 126.000_251.0
CMP175-45 Y Standby 125000 63.10 126.00.0_25.1.0

[ ] CMP Site2 Cluster (2 Servers)
CMP175-58 ) Critical ' N Standoy 126.0.0.0_25.1.0 125000 63.1.
CMP175-48 X) Criical : N Active 1260002510 125000 631

3.

Click OK to confirm and continue with the operation. It begins to back-out.

Action Confirmation

Are you sure that you want to perform this action?
Initiate backout CMP175-45 (back)

Server goes into an OOS server Role
Follow the progress status in the Upgrade Operation column.

During the back-out activities, the following alarms may be generated and are

considered normal reporting events. These alarms are cleared after the cluster

is completely backed out.

E  Name Alarm S... | Upto... Server Role Prev Releaze Running Releaze Upgrade Operation

B[] CMP Site1 Cluster (2 Servers)

CMP175-55 & Minor | Y Active 125.000_63.10 126.0.0.0_2510 ! Initiate upgrade Completed
CMP175-45 % Criical | N Standby 126.00.0_251.0 125.0.00_63.10 ! Initiate backout Completed

Successully

Buccassiully

Expected Critical Alarms

70001 The gp_procmgr process has failed.

31227 The high availability status is failed due to raised alarms

31283 High availability server is offline

70025 The MySQL slave has a different schema version than the master

Expected Major Alarms

70004 The QP processes have been brought down for maintenance
31236 High availability TCP link is down

31233 High availability path loss of connectivity

70021 The MySQL slave is not connected to the master

Expected Minor Alarms

70503 The server is in forced standby

70507 An upgrade/backout action on a server is in progress
70501 The Cluster is running different versions of software
31232 High availability server has not received a message
31101 DB replication to a slave DB has failed
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31102 DB replication from a master DB has failed

31107 DB merging from a child Source Node has failed

31114 DB Replication of configuration data via SOAP has failed
31106 DB merging to the parent Merge Node has failed

70500 The system is running different versions of software

Back-out of the server is complete when the initiate Back-out completed
successfully message displays in the Upgrade Operation column. The server
goes back to standby state and show running release of 12.5.0/12.5.0.4

E | Name Alarm 5... | Upto... | Server Role Frev Release Running Release

B [ CMP Site1 Cluster (2 Servers)
CMP175-55 i Minor Y Active 125000_83.1.0 12.6.0.0.0_25.1.0

CMP175-45 X Critical N Standoy 12560002510 12.5.0.0.0_63.1.0
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]

CMP SSH: Verify
syscheck and /tmp
directory permission

1. Loginto the backed-out Server as admusr.

2. Verify that there are not any failures in syscheck:

$ sudo syscheck

3. Verify /tmp directory permissions:
$ 1ls -1 /
10. NOTE: Permissions should be the following,
drwxrwxrwt. 5 root root 4096 Apr 27 10:54 tmp

4. If the permissions are not as listed above then perform the following
otherwise skip to next step:

$ sudo chmod 777 /tmp
$ sudo chcon -h system u:object r:tmp t:s0 /tmp
$ sudo chmod +t /tmp
5. Verify:
$ 1s -1 /
6. Perform syscheck again:

$ sudo syscheck
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5. |:| CMP SSH: Verify This step only applies if the server has a condition in which after the back-out
eth01 is primary is successful ETH11 becomes the primary Ethernet interface versus ETHO1
device interface becoming the primary interface.

To resolve this situation permanently, perform the following:
1. Login as admusr, run the following:
$ sudo cat /proc/net/bonding/bond0

2. Check that the output shows that the primary is set to eth11, it should be
eth01. This step is only applicable to the case where primary is set to
ethll.

3. If this blade is the active blade, change it to standby before performing
the following operations.

$ sudo rcstool co /etc/sysconfig/network-scripts/ifcfg-bond0
4. Find eth11l.
5. Change from primary=ethll to primary=eth01
6. Save and exit (for example, vi uses ESC :wq!)

$ sudo rcstool ci /etc/sysconfig/network-scripts/ifcfg-bond0

$ sudo reboot

6. [_] | CMP GUI: Continue 1. Navigate to Upgrade = Upgrade Manager.
the baFk_O.Ut' Next 2. Select the Primary CMP cluster.
operation is failover.

3. Click Continue Rollback. When hovering over the button, it informs you to

failover.
Confinue Rollback ~ Resume Upgrade
Failover to old version CMP Site1 Cluster | | Server Role Prev Release Running Release
(back)
it —
CMP175-55 4 Minor Y Active 125.0.0.0_63.1.0 126.0.0.0_25.1.0
CMP175-45 %) Critical N Standby 1260002510 125.00.0_63.10

4. Click OK to confirm and continue with the operation. It begins to failover.
The failover takes couple of minutes.

Action Confirmation

Are you sure that you want to perform this action?
Failover to old version CMP Sitel Cluster (back)

After a minute, you are required to log back in.
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]

CMP GUI: Log back
into the Primary CMP
VIP

After failover, you are required to log back in to the CMP GUI using the
Primary CMP VIP.

ORACLE’

WELCOME

Welcome to the Configuration Management Platform (CMP). Please enter your user
name and password below to access the CMP desktop. If you do not have an
existing user name or password, or if you have misplaced either, please contact the
system administrator,

= You have logged out or your session has timed out. Please enter your username
and password to start & new session.

USERNAME

passwoRD TN

CMP GULI: Verify
previous Policy
Management
Release

1. Navigate to Help = About.
2. Verify the release displayed is 12.5.0/12.5.0.4

12.5.0.0.0_62.1.0

Copyright (C) 2003, 2021 Oracle. All Rights Reserved.
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9. [] | CMPGUI:Ifa Config | MPE:
Mismatch is

observed on MPE or
MRA

Navigate to Policy = Configuration 2 <mpe_cluster name> => System
MRA:
Navigate to MRA -> Configuration = <MRA Cluster> = System

Policy Server: mpe300

Reports | Logs | Policy Server | Diamete

Modify | Delete | Reapply Configuration |

Configuration

MName mpe300
Status On-line Config Mismatch
Version 12.5.0.0.0 631.0

Description / Location

Click Reapply Configuration.

Config Mismatch is resolves:

Policy Server: mpe300

Reports | Logs | Policy Server | Diameter Routi

Modify | Delste | Reapply Configuration |

The configuration was applied successfully.

Configuration

MName mpe300
Status on-line
Version 12.5.0.0.0 6310

Description / Location

10.

CMP SSH: Verify
/var/log/messages
file size

1. Using SSH, log into the Standby server to be backed out as admusr.
$ 1s -lh /var/log/messages

2. ONLY if the resulting size of /var/log/messages is above 20M, run the
following, otherwise proceed to the next step.

$ sudo cp /var/log/messages /var/camiant/log/messages.preBack-
out

$ sudo cat /dev/null > /var/log/messages

$ logger -s "Truncated this file prior to back-out. Copy is in
/var/camiant/log/messages.preBack-out"

3. Verify:

$ 1s -1h /var/log/messages
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11.

CMP GUI: Continue
the back-out of the
Primary CMP cluster

NOTE: Back-out of
one server takes
about 30 minutes to
complete.

1. Navigate to Upgrade = Upgrade Manager.
2. Select the Primary CMP cluster.

3. Click Continue Rollback. When hovering over the button, it indicates the
server to get backed out. At this point it is the remaining standby server.

Confinue Rollback  Resume Upgrade

Initiate backout CMP175-55 (ba':kﬂn' S |Upto.. SeverRole  |PrevRelease Running Release
[l lv] CMP Site1 Cluster (2 Servers)
CMP175-55 %) Critical | Y Standby 125.0.0.0 63.1.0 126.0.0.0_25.1.0

CMP175-45 4 Minor N Active 1260002510 1250006310

4. Click OK to confirm and continue with the operation. It begins to back-out.
Server goes into an OOS server Role

Action Confirmation

Are you sure that you want to perform this action?
Initiate backout CMP175-55 (back)

Follow the progress status In the Upgrade Operation column.

During the back-out activities, the following alarms may be generated and are
considered normal reporting events. These alarms are cleared after the cluster
is completely backed out.

Expected Critical Alarms

70001 The gp_procmgr process has failed.

31227 The high availability status is failed due to raised alarms

31283 High availability server is offline

70025 The MySQL slave has a different schema version than the master

Expected Major Alarms

70004 The QP processes have been brought down for maintenance
31236 High availability TCP link is down

31233 High availability path loss of connectivity

70021 The MySQL slave is not connected to the master

Expected Minor Alarms

70503 The server is in forced standby

70507 An upgrade/backout action on a server is in progress
70501 The Cluster is running different versions of software
31232 High availability server has not received a message
31101 DB replication to a slave DB has failed

31102 DB replication from a master DB has failed

31107 DB merging from a child Source Node has failed

31114 DB Replication of configuration data via SOAP has failed
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31106 DB merging to the parent Merge Node has failed
70500 The system is running different versions of software

Back-out of the server is complete when the following message (initiate Back-
out completed successfully) displays in the Upgrade Operation column. The
server goes back to standby state and show the previous release.

El | Name Alarm S... |Upto... | Server Role Prev Release Running Release
&[] CMP Sitet Cluster (2 Servers)

CMP175-55 N Standoy 126.0.0.0_251.0 125000 83.1.0
CMP175-45 N Active 126.0.0.0_251.0 125.00.0_63.10

Verify in Upgrade Log that that back-out was successful:

206 0 Backing out server upgrade = 1/23/2016 19:20:57 112312016 19:4. 0:20:40 Server ' njbbs07m Success Manual User initiated action:
207 208 Modify the role/replication ... 1/23/2018 19.20:57 12312016 19.2.. 0.00:04 Cluster njbbs07m... Success  Automatic Automatic action for ..
212 206 Waiting for replication to 5. 1/23/2016 19:41:37 112312016 19:4. 0:01:10  Server ' njbbs07m Success  Automatic = Automatic action wai.
215 0 Backing out server upgrade  1/23/2016 20.20:35 12312016 20:4.. 0:22:42 Server njbbs07m... Success Manual User initiated action:...

216 215 Modify the role/replication 1/23/2016 20:20:35 112312016 20:2 0:00:04 Cluster ' njbbs07m Success  Automatic = Automatic action for

pryl 215 Waiting for replicationte s...  1/23/2016 20.43.17 12312016 20:4.. 0:.02:09 Server njbbs07m... Success  Automatic Automatic action wai..
224 0 Failover to old version 1/23/2016 20:58:13 112312016 20:5. 0:00:00 Cluster ' njbbs07m Success Manual User initiated action:
27 0 Backing out server upgrade  1/23/2016 21.16:02 12312016 21:3.. 0:23:.05 Server njbbs07m... Success Manual User initiated action:...

228 227 Modify the role/replication 1/23/2016 21:16:02 112312016 21:1 0:00:04 Cluster ' njbbs07m Success  Automatic = Automatic action for

235 227 Waiting for replicationte s...  1/23/2016 21:39:07 12312016 21:3.. 0.00:19 Server njbbs07m... Success  Automatic Automatic action wai..

236 227 Modify the role/replication 1/23/2016 21:39:07 112312016 21:3. 0:00:04 Cluster ' njbbs07m Success  Automatic = Automatic action for

All Primary CMP servers is on Release 12.5.0/12.5.0.4 at this point and show
active/standby.
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12.

CMP SSH: Verify
syscheck and /tmp
directory permission

1.
2.

Login to the backed-out Server as admusr

Verify that there are not any failures in syscheck:

$ sudo syscheck

Verify /tmp directory permissions:

$ 1s -1 /

NOTE: Permissions should be the following,

drwxrwxrwt . 5 root root

4096 Apr 27 10:54 tmp

If the permissions are not as listed above then perform the following

otherwise skip to next step:

$ sudo chmod 777 /tmp

$ sudo chcon -h system u:object r:tmp t:s0 /tmp

$ sudo chmod +t /tmp
Verify:

$ 1s -1 /

Perform syscheck again:

$ sudo syscheck
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13.

CMP SSH: Verify
eth01 is primary
device interface

This step only applies if the server has a condition in which after the back-out
is successful ETH11 becomes the primary Ethernet interface versus ETHO1
becoming the primary interface.

To resolve this situation permanently, perform the following:
1. Asadmusr, run the following:
$ sudo cat /proc/net/bonding/bond0

2. Check that the output shows that the primary is set to eth11l, it should be
eth01. This step is only applicable to the case where primary is set to
ethll.

3. If this blade is the active blade, change it to standby before performing
the following operations.

$ sudo rcstool co /etc/sysconfig/network-scripts/ifcfg-bond0
4. Find ethll.
5. Change from primary=ethll to primary=eth01
6. Save and exit (for example, vi uses ESC :wq!)

$ sudo rcstool ci /etc/sysconfig/network-scripts/ifcfg-bond0

$ sudo reboot

14. CMP GUI: Verify 1. Navigate to System Wide Reports = Alarms - Active Alarms.
Alarm Status. . . .
2. Confirm that any existing alarm is understood.
Oracle Communications Policy Management U"‘"”‘Hﬁ"
15. CMP GUI: Verify 1. Navigate to System Wide Reports = KPI Dashboard.

Traffic Status - KPI
Dashboard Report

2. Confirm that all Connections and Traffic status are as expected. Observe it

for a few screen refresh updates.

KPI Dashboard ( Last Refresh:01/06/2018 22:03:27 )

Filters ] [change Thiesholds
Performance Alarms Protocol Errofs
RS PCD TPS Total TPS PDN Active Critical Major Minor Sent Refeived
Subscribers
MRAs selected 0 0 ] 0 ] 0 0 ] 0 0
MPEs selected 0 0 [ 0 [ 0 0 2 0 0
mraz00 Performance Connections Alarms Protocol Errors
. Networ
Active -
Local | PCD | Total h Memor k - . . Receive
MRA state | 7080 | D00 Gpg | PDN S::f-:ﬂ cPue MEOT MPE | MRA | Critical Major | Minor ~Sent 5
ts
Active
@ mra300(Server-A) (logging 0 0 0 0 0 35 21 10f1 0of0 o0ofo 0 0 0 0 0
)
@ mra300(Server-B) Standby 13 14
@ mra300(Server-C) Spare 10 17
Active 5
5 Memor Data e 0 q Receive
MPE State | TPS PDN Seszlorl cPuom RN MRA oo Critical| Major | Minor | Sent |°(§
& mpe200(Server-A) Active g o 0 10 20 1of1 m 0 0 2 0 0
(logging)
< mpe300(Server-B) Standby 1 16
< mpe300(Server-C) Spare 1 20
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16. |:| CMP GUI: Verify 1. Capture screenshots of the advanced settings on the MRA and compare it
Advanced Settings on with prior to upgrade screen captures.

the MRA 2. Verify that there are not any differences.

3. Navigate to MRA - Configuration = <mra_cluster name>-> MRA.

4. Click Advanced.

MRA Administration

Multi-protocol Routing Agent: njbbs07mra01

[Semiem | Revor [ oo [ Drametcr outing | seomion viewer |

Modify | Cancel
=) Expert Settings.

W Filters * | %) Export *

Category Configuration Key Type value Default Value Comments
Diameter DIAMETERDRA. Cleanup.CheckForsuspectBindings  boolean true true

Diameter DIAMETERDRA. Cleanup.CheckForStaleSessionsIngine boolean true true

Diameter DIAMETERDRA.StaticMigrationModeEnabled boolean false false

Diameter DIAMETERDRA. Cleanup.BindingValidityTime int 864000 864000

Diameter DIAMETERDRA. Cleanup.CheckForStaleBindings boolean false false

Diameter DIAMETERDRA. Cleanup.MaxBindingCleanupRate int 250 250

Diameter DIAMETERDRA. Cleanup.MaxBindinglterationRate int 1000 1000

Diameter DIAMETERDRA.Cleanup.BindingCleanupInterval int 86400 86400

“)Service Overrides

W Filters * |#) Export ™

Category Configuration Key Type Value Default Value Comments
DRADRMA @ oracRMA.EnableRoutingEnhancements boalean false true
DRADRMA.Load @ oraprMA Load.EnableLoadenhancements boolean false true
MRADB.CRABinding @ MRADS.DRABInding.PrimaryKey String ™SI null

“)Load Shedding Configuration

Enabled true
¥ Level 1 (3 rules)
1#) Export *
Name App Message Action
DefaultRule1 Gx CCR Answer with DIAMETER_TOO_BUSY
DefaultRule2 Gxx CCR Answer with DIAMETER_TOO_BUSY
DefaultRule3 Gy CCR Answer with DIAMETER_TOO_BUSY

17. |:| CMP GUI: Verify 1. Capture screenshots of the advanced settings on the MPE and compare it
Advanced Settings on with prior to upgrade screen captures.

the MPE 2. Verify that there are not any difference

3. Navigate to Policy Server 2 Configuration 2 <mpe_cluster name> >
Policy Server.

4. Click Advanced.
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Policy Server: njbbs07mpe01

System | Reports

Policy Server Adm

Logs Diameter Routing T Policies T Data Sources T Session Vie‘werw

Modify | _Cancel

(JExpert Settings

T Filters * ) Expi

Category Configuration Key Type Value Default Value Comments
Diameter CIAMETER.AF.AuditForAuthLifetime boolean false false
Value cannot be
pecmm PCMM.Cleanup. CleanupstalePemmsessions boolean false true changed in this
mode.
Diameter DIAMETER.AF.EnableGracePeriodFarSubscriptionExpit boolean false false
Diameter DIAMETER.AF.AuthLifetime int 86400 86400
Diameter CIAMETER. Cleanup.SessionCleanupStartTime String Undefined Undefined
Diameter DIAMETER.Cleanup.MaxSessionValidityTime int 172800 172800
Diameter DIAMETER. Cleanup.MaxDurationForSessionlteration  int 7200 7200
(=) Service Overrides
W Filters ™ | ) Expe
Category Configuration Key Type value Default Value Comments
DIAMETER.Gx ] DIAMETER.Gx.SuppartEventTimeStampOnCCRI  boolean true false
SH.Retry @ sH.retry.Enabled boolean true false
DIAMETER @@ p14METER PolicyExecutionOnSessionTermination boolean false true
DIAMETER.ENF @ DIAMETER.ENF.UpdateQoSFromDefaultRule boolean true false
RCORMA @ rcorRMA.EnableRoutingEnhancements boolean false true
(*JLoad Shedding Configuration
Enabled true
¥ Level 1 (3 rules)
%) Export ™
Name App Message Action
DefaultRulel  Gx ccr Answer with DIAMETER_TOO_BUSY
DefaultRule3 Gy cer Answer with DIAMETER_TOO_BUSY
DefaultRule2  Gux cer Answer with DIAMETER_TOO_BUSY
W Level 2 (4 rules)
(%) Export ™
Name App Message Action
DefaultRuled  Gx cer Answer with DIAMETER_TOO_BUSY
DefaultRules Gy cer Answer with DIAMETER_TOO_BUSY
DefaultRuleS  Gxx ccr Answer with DIAMETER_TOO_BUSY | ..
—w Level 3 (6 rules)
@) Export ¥
Name App Message Action
DefaultRule8  Gx cer Answer with DIAMETER_TOO_BUSY
DefaultRule10 Gy cer Answer with DIAMETER_TOO_BUSY
DefaultRuled  Gxx ccr Answer with DIAMETER_TOO_BUSY | ..

Alternately, settings can be exported clicking Export on the right within each

setting.

—End of Procedure—
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2 GEOREDUNDANCY DISABLED
2.1 Introduction

2.1.1 Purpose and Scope

This document describes methods utilized and procedures to perform a software upgrade of Oracle
Communications Policy Management Release 12.5.0/12.5.0.4 to Release 12.6 when georedundancy on
non-CMP components (MPE/MRA) is disabled.

e Firmware Upgrades may be required, but are not be covered in this document.

The non-georedundant MPE/MRA cluster scheme only has two servers active and standby co-located on
one site.

Two sites can be used in Policy Management deployments, namely, a Sitel or Primary Site and a Site2 or
Secondary Site. The primary MRA/MPE cluster of active and standby resides on Sitel while the
secondary MRA/MPE cluster of active and standby resides on Site2 for disaster recovery.

2.1.2 Acronyms

Table 5: Acronyms

Acronym Meaning

CMP Configuration Management Product

NOTE: It usually refers to the CMP on the primary site

DR-CMP Configuration Management Platform for Disaster Recovery

NOTE: It refers to the CMP on the secondary site

DSR Diameter Signaling Router

GUI Graphical User Interface

LVM Logical Volume Manager

MPE Multimedia Policy Engine

MPE-LI MPE for Lawful Intercept - a type of Multimedia Policy Engine

MRA Multiprotocol Routing Agent (also referred to as Policy Front End or PFE)
PC Policy Counter

PCEF Policy Control Enforcement Function

PCRF Policy and Charging Rules Function—An Oracle Communications Policy

Management system

PMAC Platform Management and Configuration

TPD Tekelec Platform Distribution

TVOE Tekelec Virtualization Operating Environment

UE User Equipment

UM Upgrade Manager—The CMP GUI pages that the operator uses to perform an
upgrade
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Acronym Meaning
VO Verification Office
MOP Method of Procedure
00s Out of Service
IPM Initial product manufacture

2.1.3 Terminology

Table 6: Terminology

Term Description

Primary Site (Sitel) A site where the MPE/MRA primary cluster exists with co-located Active and
Standby servers.

Secondary Site (Site2) A site where the MPE/MRA secondary cluster exists with co-located Active and
Standby servers for disaster recovery.

Spare Server or Server-C Server that is ready to take over from the Active server if both the Active and
Standby servers fail. It is generally in a different location than the Active and
Standby servers.

2.1.4 Software Release Numbering

e PMAC:6.6.1

e TVOE:3.8.0

e TPD:7.8.0

e COMCOL: 6.5

e Policy Management Release 12.6

e Oracle Firmware: 3.1.5 as a minimum

HP Firmware: Firmware Upgrade Pack Minimum: 2.2.10 or higher

2.1.5 Upgrade Overview
This section lists the required materials and information needed to perform Policy Management Release

12.6 software upgrades.

2.1.6 Upgrade Status Values
Table 7: Upgrade Status Values

Status Condition
OK All servers are up-to-date and no alarms are present.
Info No alarms are present, but a condition (such as out-of-date) is present that the

operator should be made aware of.

Minor At least one minor alarm is present.

Major At least one major alarm is present.

Offline The server cannot be reached.

Degraded At least one server in the cluster cannot be reached.
Critical At least one critical alarm is present.
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Status Condition

Active The server is active.
Standby The server is in standby mode as part of normal operations.
Forced Standby The server is in standby mode because it has been placed into that state via

direct operator intervention or as part of the upgrade.

Offline The server cannot be reached.

Zombie The server is in a state where it cannot recover automatically and requires direct
operator intervention.

2.1.7 Upgrade Path

This upgrade document supports the following upgrade paths:
1. Policy Management 12.5.0 to 12.6 (Major Path)
2. Policy Management 12.5.0.4 to 12.6 (Minor Path)

2.1.8 Upgrade Information

2.1.8.1 Upgrade Sequence

An upgrade procedure applies to an Active/Standby pair of servers. This pair of servers is referred to as a
cluster or HA cluster. A cluster can be of different types: CMP, MRA or MPE depending on the mode. For
a CMP cluster, the cluster status may also be Primary site and/or Secondary site.

A deployment may consist of multiple clusters.

Required Cluster Upgrade Sequence

Policy Management Server software upgrades are performed on a cluster by cluster basis at the primary
and secondary sites within the same maintenance window.

The following is the general upgrade sequence, specific procedures/steps can further be documented by
an Oracle provided MOP.

The following are the steps for a Policy Management system upgrade procedure (specific process are
documented by an Oracle provided MOP):

1. Upgrade PMAC Server at Site 1—Needed if version is older than what is listed in section 1.4
Upgrade PMAC Server at Site 2—Needed if version is older than what is listed in section 1.4
Firmware Upgrade—If needed (not covered in this document)

Upgrade Primary (Sitel) CMP

Upgrade Secondary (Site2) CMP (if applicable)

6. Upgrade MPE/MRA (see note below)

vkwnN

NOTE: MPE/MRA clusters can be upgraded in parallel. (upgrades from 12.5.0 where 8 clusters can be
upgraded in parallel, and from 12.6 where 16 clusters can be upgraded in parallel).

2.1.8.2 Policy Management Release Mixed-Version Operation and Limitation

The general expectation is that a system that is running in a mixed version configuration should support
features and perform at a level of the previous version. Thus, a system that is running pre-12.6 release
and 12.6 release in mixed configuration would support the performance and capacity of the pre-12.6
release. The mixed version Policy Management configuration would also support pre-12.6 features.
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Since the CMP is the first Policy Management system component that is upgraded to the new version,
the Release 12.6 CMP manages MRA/MPE servers in a pre-12.6 release. In this mixed version
configuration, a Release 12.6 CMP does not prevent an operator from configuring anything that can be
configured in a previous release and all configuration items from the previous release are still available.
However, the configuration changes during the upgrade of Policy Management system are discouraged
and have limited support.

In the mixed version, a Release 12.6 CMP has the following limitations while running in a mixed version
environment:

o New features must not be enabled until the upgrades of all servers managed by that CMP are
completed. This also applies to using policy rules that include new conditions and actions
introduced in the release.

e As ageneral guideline, policy rules should not be changed while running in a mixed version
environment. If it is necessary to make changes to the policy rules while running in a mixed
version environment changes that do not utilize new conditions and actions for the release
could be installed, but should be jointly reviewed by the you and Oracle before deployment to
verify that these policies indeed do not use new conditions or actions.

e The support for configuration of MPE/MRA servers is limited to parameters that are available in
the previous version. Specifically:

e Network Elements can be added
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Table 8: Mixed-version configurations supported

Policy Management CMP
system components on R12.6 MRA R12.6 | MPE R12.6
CMP 12.5.0,12.5.0.4 Yes No No
MRA 12.5.0,12.5.0.4 Yes Yes Yes
MPE 12.5.0, 12.5.0.4 Yes Yes Yes

NOTE: Replication between CMP and DR-CMP is automatically disabled during upgrade of CMP and DR-
CMP to Release 12.6. The replication is automatically enabled after both active CMP and DR-CMP are
upgraded to Release 12.6.

2.1.9 Customer Impacts

The cluster upgrade proceeds by upgrading the Standby server, switching over from the Active to the
Standby, and upgrading the second server (that is, the new Standby). The switchover of each cluster has
a small impact on traffic being processed at that cluster, as in the past releases upgrades.

2.1.10 Rollback/Backout
The full pre-upgrade server image is stored on the server during the upgrade, and can be restored in the
event of a problem discovered during or after upgrade.

2.1.11 TPD Version

The Tekelec Product Distribution (TPD) version needed for this release is included in the Policy
Application Software Upgrade ISO, and TPD is upgraded to version 7.8 as part of this procedure.

In the case of IPM or clean install of a new server, the supported baseline TPD version 7.8 should be
installed prior to upgrading to Policy Management Release 12.6.

2.1.12 Server Hardware Platforms

The Policy Management Release 12.6 software upgrade can be applied on any server that previously had
Policy Management Release 12.5.0/12.5.0.4.

2.1.13 Loading Application software

For upgrade of server application software, the recommended method is to copy the application ISO
images to the servers using scp or ftp. If the system is HP c-Class using a PMAC Server, the application
software must also be loaded into the PMAC software management library to support new installs and
FRU activities.

NOTE: PMAC is not used during the Upgrade and Backout procedures.

2.1.14 Required Materials and Remote Access

1. Policy Management 12.6 software 1SO files and TPD software I1SO

. Policy Management 12.6 software upgrade Release Notes.

. TVOE, PMAC upgrade/installation documentation, software ISO files. (If applicable)

. Firmware Upgrade Pack 2.2.10 (or higher) documentation and ISO files. (If applicable)
. The capability to remote login to the target server as admusr.

v AWN
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NOTE: The remote login can be done through SSH, local console, or iLO maintenance port.
Ensure the network firewall policy allows the required application and corresponded ports.

6. The capability to secure copy (SCP) from the local workstation being used to perform this
upgrade to the target server, or otherwise be able to transfer binary files to the target server.

7. User logins, passwords, IP addresses and other administration information.

8. VPN access to the network is required if that is the only method for remote logging into the
target servers. It must be also possible to access the Policy Manager GUI, and the PMAC GUI.

2.1.15 Upgrade Media

See the release notes for the list of ISO image files required for the Policy Management upgrade you are
installing.

2.1.15.1 Logins, Passwords and Server IP Addresses

The IP address assignments for each site, from the appropriate Oracle Network IP Site Survey/NAPD,
must be available. This ensures that the necessary administration information is available prior to an
upgrade.

Further, need to confirm login information for key interfaces, and document in table below.
It is assumed that the logins may be common across sites. If not, record the information for each site.

NOTE: Consider the sensitivity of the information recorded in this table. While all of the information in
the table is required to complete the upgrade, there may be security policies in place that prevent the
actual recording of this information in permanent form.
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Table-9: Logins, Passwords and Server IP Addresses

Item Value
CMP servers GUI Administrator Login User/Password:
admusr password:
MRA/MPE servers admusr password:

Target iLO

iLO Administrator Login: User/Password

Target OA

OA Administrator Login: User/Password

PMAC server

GUI Administrator Login User/Password:

admusr password:

Software Upgrade Target Release?

Target Release Number:

Policy Management 12.6 software ISO Image (.iso) filenames.

2.2 Theory of Operation

2.2.1 Upgrade Manager Page

The Upgrade Manager represents a significant shift from some of the previous upgrade pages. In the
past it was up to the operator, with assistance from a MOP, to know the correct sequence of server
selects and menu selects. The new upgrade manager takes a different approach. It determines the next

course of action to either:

1. Begin/continue upgrading a cluster
2. Begin/continue backing out a cluster.

There is an important point implicit in the list above:

Upgrade is now presented from a cluster perspective, instead of a server perspective.

2 The ISO image filenames should match those referenced in the Release Notes for the target release.
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The shift in perspective has a number of ramifications, most noticeably it is not possible to select
individual servers or bulk select a group of servers. In fact, in order to perform any operation, it is
necessary to select a cluster first.

Another major shift is that certain operations are performed automatically on behalf of the operator.
These operations are not even presented to the operator as an option. However, the operator can see
what has been done via the upgrade log.

Upgraae manager

System Alert: No actions are available for the selected cluste Current I0: incremental-upgrade-12.6.0.0.0 35.1,

Start Rollback Start Upgrade View Upgrade Log D Fitter Columns +  Advanced

= Name Alarm Se. Upto. Server Role Prev Release Running Release Upgrade Operation
=[] cmP site1 Cluster (2 Servers)
CMP175-55 5 Minor Y Active 125.0.0.0_63.1.0 12.6.0.0.0_25.1.0 + ! Inttiate upgrade Completed Successfully at Aug 20, 2021 11:26:43.

CMP175-45 Y Standby 12.5.00.0_63.1.0 126.0.0.0_251.0 +!Intiate upgrade Completed Successfully at Aug 20, 2021 10:50:20.
= [ mpe (3 servers)

MPE175-57 Y Spare 12.5.00.0_63.1.0 126000_2510 +Intiate upgrade Completed Successfully at Sep 17, 2021 11:38:14,
MPE175-47 Y Active 12.5.0.0.0_63.1.0 12.6.0.0.0_25.1.0 +Intiate upgrade Completed Successfully at Sep 17, 2021:11:00:21
MPE175-37 Y Standby 12.0.00.0_G3.1.0 1260002510 +Inttiate upgrade Completed Successfully at Sep 17, 2021 13:42:21

=l [+ mra (3 Servers)

MRA175-58 Y Spare 125.0.0.0_63.1.0 12.6.0.0.0_251.0 +Intiate upgrade Completed Successfully at Sep 17, 2021 14:37:14.
MRA1T5-48 Y Standby 125.0.0.0_63.1.0 12.6.0.0.0_25.1.0 ! Inttiate upgrade Completed Successfully at Sep 17, 2021 15.02:14.
MRA175-38 \'s Active 125.000_6310 126.0.0.0_25.1.0 ) Inttiate upgrade Completed Successfully at Sep 17, 2021 14:08:21.

Figure 4: Sample display of the upgrade manager page.

For the most part, the items in the display are fairly self-explanatory. With that said, there are three
items that deserve a deeper discussion.

e Start Rollback or Start Upgrade buttons (upper left)

If these buttons are greyed out, it means that there is not an appropriate action to take at this
time. However, if a button is not greyed out, then it means that there is a preferred action that
can be taken to upgrade (or backout) the cluster. Normally, upgrading a cluster is a well-defined
fixed procedure. However, in some cases there are a number of valid sequences. Selecting the
preferred step causes the upgrade director to choose the default sequence. It is strongly
recommended to exclusively use these buttons to upgrade or backout a cluster.

e Alarm Severity

This column is used to indicate if there are alarms associated with a server. If so, it displays the
severity of the most severe alarm here. It is important to explain the intent of this column. The
intent is to give a visual indication that the particular server is experiencing alarms. This is not a
reason to panic: During the upgrade we expect servers to raise alarms:

e The CMP raises alarms simply to indicate that it is initiating upgrade activity.
e Servers report alarms to indicate that their mate servers are offline.

However, if alarms are asserted for a server, it is good practice to look at the alarms prior to
initiating upgrade activity on them.

e UptoDate
This column is used to indicate the state of the code on the server.
e N
The server is running old code and must be upgraded

o Y
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The server is running new code.
e N/A

Upgrade is not appropriate and/or the server is in a bad state

2.2.2 The Upgrade Log

Within the Upgrade Manager page, the operator can access the upgrade log. This displays attributes of
the various actions (manual and automatic) that have been performed on the selected cluster. It is
important to note that this is NOT the audit log. The audit log is meant to track what the operator has
done. This log is meant to capture the sequence of upgrade activity—whether it was initiated by an
operator or automatically triggered.

Upgrade Log

DFiter  Columns +

I Parent ID | Action Name Start Time End Time Duration | Scope Hostname Result Mode Description

166 163 Wait for replication to synchronize | 09/10/2018 11:24.08 09/10/2018 11:24:18 0:00:09 Server CMP175-41 SUCCEss Automatic Automatic action waitFor...
167 0 Failover to new version 09M10/2018 12:20:10 09/10/2018 12:20:10 0:00:00 Cluster CMP Sitet Cl...  Success Manual User initiated action: Fail...
168 ) Prefliight Check 09/1052018 13:28:30 0910/2018 13:28:44 0:00:14 Server CMP175-51 Success Manual User initiated action: upg
169 158 Upgrading server 08M0V2018 13:28:44 09/10/2018 13:42:04 0:14:20 Server CMP175-51 Success Automatic Automatic action initiatel. ..
170 168 Modify the role/replication attrib... © 09/10/2018 13:28:44 09/10/2018 13:28:45 0:00:01 Cluster CMP Site1 Cl... = Success Automatic Automatic actien for man...
171 168 Wait for replication to synchronize | 09/10/2018 13.43:04 091072018 13:44:14 0:01:.09 Server CMP175-51 Success Automatic Automatic action waitFor...
172 168 Modify the role/replication attrib... © 09/10/2018 13:43:04 09/10/2018 13:43:05 0:00:01 Cluster CMP Site1 Cl... = Success Automatic Automatic actien for man...
173 0 Backing out server upgrade 09/102018 14:01:04 09/10/2018 14:06:44  0:05:40 Server CMP175-51 SUCCESS Manual User initiated action: initi...
174 173 Modify the role/replication attrib... © 09/10:/2018 14:01:04 09/10/2018 14:01:05 0:00:01 Cluster CMP Site1 Cl...  Success Automatic Automatic actien for man...
175 173 Waiting for replication to synchr. 091072018 14:06:44 0910/2018 14:07:04 0:00:20 Server CMP175-51 Success Autematic Automatic action waitFor.
176 ) Preflight Check 09/11/2018 14:05:40 0911/2018 14:05:58 0:00:16 Server CMP175-51 Success Manual User initiated action: upg..
177 178 Upgrading server 09/11/2018 14:05.586 09/11/2018 14:20:07 0:14:10 Server CMP175-51 Success Automatic Automatic actien intiatel. ..
178 176 Modify the role/replication attrib... - 09/11/2018 14:05.56 09/11/2018 14:05:57 0:00:01 Cluster CMP Site1 Cl..  Success Automatic Automatic action for man...
179 178 Wait for replication to synchronize | 09/11/2018 14:20:07 09/11/2018 14:21:08 0:00:59 Server CMP175-51 Success Automatic Automatic actien waitFor... 1
180 176 Modify the role/replication attrib. 09/11/2018 14:20:07 091172018 14:20:08 0:00:01 Cluster CMP Site CI. Success Automatic Automatic action for man

Figure 5: Upgrade Log

2.2.2.1 Optional Actions

It is possible to perform every step in the upgrade process just using the Upgrade and Backout buttons.
When the operator clicks these buttons, the upgrade director performs the next preferred action.
However, there are times that the operator may want to take a slightly different—but still legal—
procedure. For example, the upgrade director has a preferred order in which it upgrades a cluster.
However, if the operator wanted to deviate from that default procedure—say to restrict upgrade to
servers in a particular site—then they can use the optional actions menu. It is important to note that this
menu is ONLY be populated with legal/reasonable actions. Actions that are wrong or inconsistent are
not displayed.

If the operator selects an optional action, they can go back to using the default/preferred at any time.

2.2.2.2 The ISO Select

In the upper right hand corner, there is an item called the current ISO. In some respects the term ISO is
misleading. A better description might be upgrade procedure. This item shows the upgrade procedure
that is being used. In common cases, this is going to work out to either:

e Astandard (full) upgrade to version XXX
e Anincremental upgrade to version XXX
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To start a new upgrade, click this item. The upgrade director searchs for the valid upgrade procedures.
To minimize confusion, the upgrade procedures are embedded in the CMP ISO file. This way, the CMP

ISO file is tied to the corresponding upgrade procedure.

Start Rollback

E | Name

Resume Upgrade

= [J CMP Site1 Cluster (2 Servers)

Upgrade Manager

Alarm Severity Upto Date | Server Role |Prev Release

Running Release

Current \SO

View Upgrade Log ~ OFiter  Columns =  Advanced =

Upgrade Operation

When you select a new ISO file, you are telling the upgrade director to abandon its current upgrade
procedure in favor of a new procedure.

Start Rollback

Start Upgrade

opgrouc

gor

Current I30: jncremental-upgrade-12.6.0.0.0 39.4.0

View UpgradeLog  DOFiter  Columns w  Advanced

2223

Upgrade Director Behavior

The Upgrade Director (UD) is a component that tracks the state of the servers, cluster, and system
during an upgrade. The UD is hidden. However, there are conventions and operating principles that are

visible.

Alarm Philosophy

NOTE: During an upgrade, the Upgrade Manager asserts (that is, generates) and displays alarms. An
upgrade typically triggers multiple minor, major, and critical alarms as servers are taken out of service,
go into forced standby, or fail over. This is normal and to be expected.

In general, the Upgrade Director raises alarms if:

A server is somehow impaired.
There is activity expected of an operator.

01/26/18 03:06 PM | admin | Logout

Critical
0

The table summarizes the alarms that can be raised during a 12.6 upgrade.

Table 5 Alarm summary

Alarm Severity Name Description
ID

70500 Minor SYSTEM_MIXED_VERSION The servers in the topology are running
different versions of software. Upgrade of the
system is not complete.

70501 Minor CLUSTER_MIXED_VERSION The servers in the specified cluster are
running different versions of software. The
upgrade of the cluster is not complete.

70502 Minor REPLICATION_INHIBITED Replication is inhibited to the specified server.
It is not receiving session information.

70503 Minor SERVER_FORCED_STANDBY The specified server has been placed in forced

standby and cannot provide service.
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Alarm Severity Name Description

70506 Minor UPGRADE_OPERATION_FAILED An upgrade operation failed on the specified
server.
70507 Minor UPGRADE_IN_PROGRESS An upgrade/backout is currently in progress

on the server. It may leave the cluster,
become unreachable or even reboot.

70508 Critical | ZOMBIE_SERVER The server is in an indeterminate state and
must be repaired by support.

General Upgrade Procedure
In general, the upgrade of a server goes through three steps.

1. Preflight checks—look for certain conditions which guarantee a failed upgrade. If such
conditions are detected, the upgrade fails. There are two principles behind the preflight checks

a. ltis better to fail early in a recoverable way than to fail late in an unrecoverable way.

b. Preflight checks are VERY narrow. We do not want a false positive preventing an otherwise
valid upgrade.

2. The upgrade itself
3. Wait for replication to synchronize.

This procedure is in place so that it should not be necessary for an operator to login to the target server
to verify conditions. They should be able to comfortably stay on the upgrade manager page.

Unreachable Servers

During the course of an upgrade, servers can go unreachable. This is expected and the Upgrade Manager
tries to be graceful about unreachable servers. However, if the CMP experiences a failover when
another server is unreachable, this runs into limits. The promoted UD does not have the full
history/context. It waits until it can contact the unreachable server before it takes action on the server.

Reversing Directions

In general, it should be possible to reverse directions at any time. You should be able to upgrade a
server in a cluster, back it out, upgrade it, upgrade its mate, back it out, and so on. In this sense,
upgrade/backout should be fully reversible. However, you are not permitted to reverse direction if there
is an ongoing action: You cannot kick off a backout of a server if another server in the cluster is being
upgraded. You have to wait for the upgrade to finish.

Mixed Version and Forced Standby

As a general rule, if a cluster is in mixed version, then every server that is NOT running the same version
as the active server must be in forced standby. This way, a simple failover does not cause a change in
the version of code that is providing service.

Failure Handling and Recovery
Failures fall into two categories:

e Failures that the upgrade director is able to recover from.
e Failures that the upgrade director cannot automatically recover from.
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Any failure should generate an UPGRADE_OPERATION_FAILED alarm. In such cases, the operation can
be attempted again. Ideally, the operator/support would investigate the original failure before

repeating. However, if the server is in an indeterminate state, the server is declared a ZOMBIE and no
further action can be taken on the server. It requires direct action by support or engineering to repair.

For the current release, recovery or even deep failure diagnosis, is not something that we expose via the
GUI.

2.3 Upgrade Preparation

This section provides detailed procedures to prepare a system for upgrade. These procedures are
performed outside a maintenance window.

Overview:

1. Upgrade TVOE & PMAC Server at Site 1 (if applicable)
Upgrade TVOE & PMAC Server at Site 2 (if applicable)
Firmware (if applicable)

Upgrade Primary (Sitel) CMP

Upgrade Secondary (Site2) CMP (if applicable)
Segment 1 Site 1:

oUhkwWwN

a. Upgrade MPE clusters

b. Upgrade MRA clusters
7. Segment 1 Site 2:

a. Upgrade MPE clusters

b. Upgrade MRA clusters
8. Segment 2 Site 1:

a. Upgrade MPE clusters

b. Upgrade MRA clusters
9. Segment 2 Site 2:

a. Upgrade MPE clusters

b. Upgrade MRA clusters

2.3.1 Prerequisites

The following Procedure 16 table verifies that all required prerequisite steps needed to be performed
before the upgrade procedure begins.

Procedure 16 TVOE, PMAC and Firmware might need to be upgraded prior to Upgrade to Policy Management
Release 12.6.

Step Procedure Details
1. Verify all As listed in 2.1.14 Required Materials and Remote Access
required
materials are
present
2. Review Release Review Policy Management Release 12.6 for the following information:
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Step Procedure Details

Notes e Individual Software components and versions included in target release
¢ New features included in target release

e Issues (Oracle BUGs) resolved in target release

e Known Issues with target release

e Any further instructions that may be required to complete the Software Upgrade for
the target release. In particular, the supported browsers: In release 12.6, only Mozilla
Firefox and Google Chrome are fully supported.

—End of Procedure—

2.3.2 TVOE and PMAC Server Upgrade

Policy Management Release 12.6 requires PMAC version 6.6.1 to support the IPM of TPD 7.8 on c-Class
blades.

PMAC shall IPM TPD on a c-Class if the blade is introduced either for disaster recovery (DR) or adding
blades to an enclosure (for example, capacity expansion).

Appendix A describes in detail the upgrade of TVOE and PMAC.

2.3.3 Firmware Upgrade

See the release notes for the list of ISO image files required for the firmware upgrade you are installing.

2.3.4 Plan and Track Upgrades
The upgrade procedures in this document are divided into the following three main sequential steps:

1. Upgrade TVOE and PMAC Server and deploy firmware upgrade if necessary
2. Upgrade CMP cluster(s)
3. Upgrade non-CMP clusters

The following table can be completed first before performing the upgrade, to identify the clusters to be
upgraded and plan the work. It can also be used to track the completion of the upgrades, and assign
work to different engineers.

NOTES:

1. Policy changes or configuration changes should NOT be made while the system is in mixed-
version operation.

2. Time estimates are for upgrade procedures without backout procedure. Backout procedure time
is typically same as, or less than the upgrade procedure.

Step Procedure Result Engineer | Time
1. [] Use the following Maintenance windows are planned
checklist to plan
the cluster

upgrades for the
entire system.

2. |:| Upgrade Site A and 3 hrs

Site BTVOE/PMAC | (. &
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Step Procedure Result Engineer | Time

3. [] Upgrade Sitel and 3 hrs
Site2 CMP clusters Site Names

4. [] Upgrade Sitel non- 2 hrs
CMP clusters for Site Names
Segment-1 Cluster List:

5 [] Upgrade Site2 2 hrs
clusters for Site Names
Segment-1 Cluster List:

6. [ ] Upgrade Sitel 2 hrs
clusters for Site Names
Segment-2 Cluster List:
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Step Procedure Result Engineer | Time
7. [] Upgrade Site2 2 hrs
clusters for Site Names
-2 .
Segment Cluster List:

2.3.5 Perform System Health Check

Use this procedure to determine the health and status of the servers to be upgraded and must be

performed at least once within the time frame of 24-36 hours prior to the start of a maintenance

window.

Procedure 17 Perform System Heath Check

Step

Procedure

1.

[

CMP GUI access

Open a supported browser (Mozilla Firefox or Google Chrome) to access the
Primary CMP GUI on its VIP address and login to verify access.

2. [] | Viewactivealarms | Identify the cause of any existing active alarms, and determine if these may
have impact on the upgrade. Export current Alarms to save into a file.
IMPORTANT: Before starting any upgrade activity, ensure that all
active alarms are understood and resolved.
3. [] | ViewKPIreports Verify that the system is running within expected parameters. Export current
KPIs to save into a file.
4. [] | Confirm NTP 1. Validate the IP connectivity between the server and NTP servers with
servers reachable the ping command.
from all the servers 2. Confirm that time is synchronized on each server with CLI shell
(CMP and non- command of:
CMP) to be )
upgraded [admusr@CMP1194 ~]$ ntpg -np
NOTE: If the time 3. Confirm the date is correct on each server.
across the servers | 4 check that the BIOS clock is synced with the clock using the shell

is out of synch, fix
it first and re-
validate this step,
before starting the
upgrade
procedures.

hwclock command:

[admusr@CMP1194 ~]$ sudo hwclock

—End of Procedure—
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2.3.6 Deploy Policy Management Upgrade Software

Software should be deployed to each policy server /var/TKLC/upgrade directory, before the actual
upgrade activities. This is typically done with utilities such as SCP, WGET, SFTP, or the Upgrade Manager.
Because of the large size of the software ISO files, sufficient time should be planned to accomplish this
step. For Policy Management Release 12.6, each ISO image size is about 1.3 Gigabytes.

2.3.6.1 Deploying Policy Management Upgrade Software to Servers

There are several possible software images in this upgrade (CMP, MPE, MPE-LI, MRA). A single image
must be deployed to the /var/TKLC/upgrade directory of each server to be upgraded, where the image is
the correct type for that server. Therefore, the CMP software image must be deployed to the CMP
servers, the MPE image deployed to the MPE servers, the MRA image deployed to the MRA servers and
soon.

IMPORTANT: If the deployed image type (CMP, MPE, MRA) does not match the existing installed
software type, the upgrade fails. Example: an attempt to upgrade a CMP with a MPE software image
fails during the upgrade action.

NOTE: To change a server from one application type to another, the server must first be cleaned of all
application software by an Install OS action using the PMAC GUI, and then the new application type
installed.

If multiple images are copied into the /var/TKLC/upgrade directory, the upgrade fails.

2.3.6.2 Copy ISO image files to the Management Server (PMAC)
NOTE: Not all Policy Management systems use a PMAC server, if that is the case, skip to the next section.

Use this procedure to transfer software upgrade 1SO files to the PMAC servers at each site to be
upgraded, and loads ISO files into the PMAC Software Image repository. This is done as a placeholder for
future use of the software.

IMPORTANT: PMAC is not used for the upgrade activities. The purpose of this step is to be prepared
for server recovery activities in case a server must be re-installed with software.

NOTE: ISO transfers to the target systems may require a significant amount of time depending on the
number of systems and the speed of the network. The ISO transfers to the target systems should be
performed prior to, outside of, the scheduled maintenance window. Schedule the required maintenance
windows accordingly before proceeding.

NOTE: Because the ISO images are large, the procedure includes instructions to check space available in
the /var/TKLC/upgrade directory before copying the ISO files to this directory. After the Add Image
action on the PMAC, the ISO images are registered in PMAC, and stored in the
/var/TKLC/smac/image/repository directory which is very large.

Procedure 18 Copy ISO image files to the Management Server(PMAC) and Distribute Application ISO Image Files
to Servers

Step Procedure Result

1. [] | PMACGUL: Verify 1. Logontothe PMAC Server GUI
that ther are not any
Release 12.6 ISO

files. 3. Ifrelease 12.6 I1SO files are in the list, remove them.

2. Navigate to Software > Manage Software Images.
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Step

Procedure

Result

]

SSH to PMAC server
as admusr

1. Logon as admusr to the PMAC server.

2. Change the target directory to /var/TKLC/upgrade and verify that there
is at least of 3.0 GB free disk space available.

$cd /var/TKLC/upgrade
$df -h /var/TKLC

NOTE: There may be ISO files in the /var/TKLC/upgrade directory, they can
be removed to free up disk space or added to the PMAC repository.

Copy Release 12.6
ISO files to the
target directory in
the PMAC server

Transfer all required Release 12.6 I1SO files (CMP, MPE/MPE-Li, MRA) into the
/var/TKLC/upgrade directory using one of the following methods:

e SCP/WGET command in the following steps outline in this procedure
e USBdrive
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Step

Procedure

Result

]

PMAC GUI: Adding

the Release 12.6 1ISO

1. Navigate to Software = Manage Software Images.

2. Click Add Image to select the ISO files that are just transferred into

the ISO files are
added successfully

The status of the image being added can be monitored using the Task
Monitoring menu with the display as the following:

files
PMAC server.
ORACLE' Platform Management & Configuration  £.6.1.0.0-66.9.0 [ Pause Uptates | Help | Loggedin Aocount guiadmin v | Log Out
= 3 MainMenu . .
By o Main Menu: Software -> Manage Software Images
- S— Tue Aug 10 06:35:26 2021 UTC
) 3 System Invendory e > .
1 ) Catinet 120
& [ Cabinet 130 ,
Image Name Type Architectre  Description
) FRUIno
3 £ Sslem Conuraion omp-125.00.0_53.1.04585_84 Upgiate 664 CHP_125
= 3 Software: cmp-12502.0_ 810485 64 Upgrade 185 54 125.0.2 Karina upgrade fest
(] Solware ety Cp125040 810:85_6 Ugiate B84 CHP12504Kains
7] Manage Sofiware Images
[ W Hanagement mp-126.000_351.0485_64 Upgrate 186,64
@ 0] Strage mpe-125.0.00_631 0485 64 Ugade 8984 12500kana
& 1 Adminisiion mpe-125020 810486 _64 Upgrate 9684 NPE12502KanmaUpgrase Test
) i3 Status and Manzge
j Hies ‘mpe-126.0.0.0_25.1.0-x85_64 Upgrade 286_54
j Task Monitoring mre-125.0.00_63.1.0-185_54 Upgrade 18554 12500karina
@tk 25020 81086 54 Upgiade 38654 MRAT2502KarnaUpgrads Test
g tega‘ ["ms re-126000.221 0465 54 Ugade 654 WRAZ
@ Logout
@ 3 mra-126.00.0 2510185 64 Upgrade 186 64 Pass2URAbuild
TPDinstall76.0.0.0_88 54 0-Oraclel inuyG 9185 64 Bootahle 186_54 TPO_T6
TPDinstE 78000 8950 0recelinu 10483 64 Booiable 289 84
TPNinst-8-780 00 89 A Mracked imnfi 10685 A4 Rantahle: 1A Al iestfor TPD7A 6 3
Ad Image
Copyright © 2010, 2021, Oracle and/or its affiliates. All rights reserved.
Isite] | Updates enabied
7
Sl i T
Path: aclimagefisoimageshomelsmactpusrimpe-12.6.0.0.0_25.1.0-x86_64.is
Description:
Add New Image ~ Cancel
3. Click OK.
5. [_] | PMACGUI: Verify Navigate to Software - Manage Software Images.

2021-08-02

j 301 AddImage 10:21:52

Done: cmp-12.6.0.0.0_25.1.0-x86_64 COMPLETE NiA 0:00:50

1004

NOTE: The added ISO files are now stored in the
/var/TKLC/smac/image/repository directory

—End of Procedure—
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2.3.6.3 Distribute Application ISO Image Files to Servers

This procedure applies to all server types. It assumes that the ISO image files are copied to the sites to
be upgraded.

NOTE: ISO transfers to the target systems may require a significant amount of time depending on the
number of systems and the speed of the network. The ISO transfers to the target systems should be
performed prior to, outside of, the scheduled maintenance window. Schedule the required maintenance
windows accordingly before proceeding.

Procedure 19 Distribute Application ISO Image Files to Servers

Step Procedure Result

1. |:| Transfer I1SO files to | Transfer release 12.6 ISO files (CMP and non-CMP) into the
Policy Management | /var/TKLC/upgrade directory on the respective server using one of the
Servers. following methods

e SCP/WGET command

e USBdrive

OR, if the images are on a server on the same network, scp via CLI.

Copy CMP software ISO to ONE of the other CMP servers:
$sudo scp 872-* <cmp-12.6>:/var/TKLC/upgrade/

Copy MPE software ISO to ONE of the other MPE servers:
$sudo scp 872-* <mpe-12.6>:/var/TKLC/upgrade/

Copy MPE-Li software ISO to ONE of the other MPE-Li servers:
$sudo scp 872-* <mpe-1i-12.6>:/var/TKLC/upgrade/

Copy MRA software I1SO to ONE of the other MRA servers:
$sudo scp 872-* <mra-12.6>:/var/TKLC/upgrade/

NOTE: After copying the I1SO to one of the respective servers, the ISO
Maintenance option is used to upload to the rest of the servers.

—End of Procedure—
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2.3.6.4

Backups and Backup Locations

Procedure 20 Backup servers before upgrading servers

Step Procedure Result
1. [ ]| SSHCLI/iLO: Access | IMPORTANT: Server backups (for all CMP and non-CMP active and
the server to be standby servers), and the system backup (from the active CMP), must
backed up be collected and readily accessible for recovery operations.
NOTE: System Backup | 1 | ogin into the ACTIVE Primary CMP server.
is done on Active
CMPs ONLY 2. Open the platcfg utility.
Ssudo su - platcfg
3. Navigate to Policy Configuration-> Backup and Restore—> Server Backup
4. Enter an ISO backup filename (or use the suggested one) in the default
backup location path:
var/camiant/backup/local archive/serverbackup/<serverbackup>.
iso
=t bacxup Tocation
5. Click OK.
6. Go back to the previous menu (Policy Configuration->Backup and
Restore) and select System Backup.
7. Enter atarball backup filename (or use the suggested one) in the default
backup location path:
/var/camiant/backup/local archive/systembackup/<systembackup>
.tar.gz
— | Set backup location
The tarball path: /gl e
2. |:| SSH CLI/iLO: Verify If the default location is accepted in the previous step, change directory to

the backup file

the following and verify the file exists:
$ cd /var/camiant/backup/local archive/serverbackup

$ 1ls <hostname>-<servertype> x..x-serverbackup-
<yyyy><mm><dd><hhmm>.iso

And:
$ cd /var/camiant/backup/local archive/systembackup

$ 1ls <hostname>-cmp_ x..x-systembackup-
<yyyy><mm><dd><hhmm>.tar.gz
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Step

Procedure Result

Copy backup files. Copy the ISO and tarball files to a safe location, for example, for a server
backup file:

$sudo scp -p
/var/camiant/backup/local archive/serverbackup/<serverbackup>
.1so <remoteserverIP>:<destinationpath>

Another option is to scp the server and system backup files to your local
workstation.

After copying to remote server/workstation, remove the backup files from
the server.

Ssudo rm <serverbackup>.iso

Identify backup Backup location is:
location

Instructions to access to backups are as follows:

—End of Procedure—

2.4 Upgrade CMP Clusters (12.5.0/12.5.0.4 to 12.6) wireless mode

2.4.1 Upgrade CMP Clusters Overview

The following is an overview of CMP Cluster upgrade.

1. Upgrade Primary CMP cluster

Use the CMP GUI, Upgrade = Upgrade Manager and upgrade the CMP Primary Site 1

a.
b.
c.

d.

Start Upgrade
Failover
Log back into the CMP GUI

Continue Upgrade

2. Upgrade The Secondary CMP cluster

Use the CMP GUI, Upgrade = Upgrade Manager and upgrade the CMP Secondary Site 2

a.
b.

C.

Start Upgrade
Failover

Continue Upgrade

It is assumed that the CMPs may be deployed as 2 Geo-Redundant clusters, identified as Site-1 and Site-
2 as displayed on the CMP GUI. When deployed as such, one site is designated as the Primary Site
(which is the site that is managing the Policy Management system), and the other is as Secondary site
(this site is ready to become Primary site, if needed).
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CMP Sites Georedundant Status Operator Site Name Site Designation from Topology
Form (Sitel or Site2)
Primary Site

Secondary Site
Note the Information on this CMP cluster:

Cluster Name

Server-A Hostname

Server-A IP Address

Server-A Status

Server-B Hostname

Server-B IP Address

Server-B Status
IMPORTANT:

o CMP servers MUST be upgraded first, before the MPE or MRA clusters

e Sitel CMP MUST be upgraded to the new release first, before the Site2 CMP (if applicable)
2.4.1.1 Upgrade CMP Cluster
Use this procedure to upgrade a Primary CMP Cluster.
NOTES:

e This procedure must be performed in a maintenance window.
e This procedure takes approximately 60-120 minutes.
e If this procedure fails, contact Oracle Technical Services and ask for ASSISTANCE.

Check off (\/) each step as it is completed. Boxes have been provided for this purpose under each step
number.

Procedure 21 Upgrade CMP Cluster

Step Procedure Result
1. [] | EMPGUL: 1. Navigate to System Wide Reports = Alarms - Active Alarms
Verify Alarm

2. Confirm that any existing alarm is understood and there is not any impact to

Status. the Upgrade procedure.

3. Capture a screenshot and save it into a file for reference.

01/07/18 09:54 AM | admin | Logc

Oracle Communications Policy Management [crgel ngr]|

Active Alarms ( Last Refresh:01/07/2018 19:55:57 )

[_columns ][ Filters __~|[ Printable Format ][ _Save as csv_|[__Export PDF__|

Display results per page:
[First/Prev]1[Next/Last] Total 1 pages

Server STE‘;;Z’ Severity | Alarm ID Age/Auto Clear Description Time Operation
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Step Procedure Result
2. []| CMPGUL: 1. Navigate to System Wide Reports = KPI Dashboard
Verify Traffic ) . . .
Statuys KPI 2. Confirm that all Connections and Traffic status are as expected. Observe it for a
k few refresh updates.
Dashboard P
Report 3. Capture a screenshot and save it into a file for reference.
KPI Dashboard ( Last Refresh:09/18/2018 10:22:01 )
Fivers ][ Change Threshoias
Performance Alarms Protocol Errors
TPS PCD TPS Total TPS PDN Slll:sc:li':’:ers Critical Major Minor Sent Received
MRAs selected 0 0 0 0 0 0 0 0 0 0
MPEs selected [} 0 1] [} 0 o [} 0 1] [}
mra Performance Connections Alarms Protocol Errors
MRA State L:;;' zsg TT“;;' PDN sAuihs‘::f: cPU % "E:“"’ MPE MRA :;le:r:::(( Critical | Major | Minor | Sent R“:i"
bers s
& mra(Server-A) Adtive 0 o o o o 1 18 | 1of1 Oofo o o o o [}
o mra(Server-B) Standby 2 18
MPE State | TPS PDN s‘:fs'fﬁ CPU % "E:LDW MRA s:‘“:es critical Major = Minor | Sent R“:i"
< moe(Server-A) Adive 0 o o 2 12 | 1ofi o o o o o
@ mpe(Server-B) Standby 2 7
3. |:| CMP GUI: 1. Capture screenshots of the advanced settings on the MRA prior to upgrading
Capture MRA the CMP and save them into files for future reference check.
Advanced . . .
. 2. Navigate to MRA - Configuration = <MRA> - MRA
Settings
3. Click Advanced Settings.

Multi-protocol Routing Agent: mra

j System T RepurtsT Logs E Diameter Routing T Session Viewer T Debug 1

Modify | Cancel

“Expert Settings

Category
Diameter
Diameter
Diameter
Diameter
KPL
Diameter
Diameter
Diameter

Diameter

“'Service Overrides

Category

Configuration Key
DIAMETERDRA.Cleanup.CheckForStaleSessiol
DIAMETERDRA.Cleanup.CheckForStaleBinding
DIAMETERDRA.Cleanup.BindingCleanupInten
DIAMETERDRA.Cleanup.CheckForSuspectBinc
KPIMRA.Capacity.TPS
DIAMETERDRA.Cleanup.MaxSessionValidity Tit
DIAMETERDRA.ConnectionTimeQut
DIAMETERDRA.StaticMigrationModeEnabled
DIAMETERDRA.Cleanup.MaxDurationForBindi

Configuration Key

DIAMETERDRA.Tor (@ DIAMETERDRA.TepologyHiding.Enabled

Type
boolean
boolean
int
boolean
int

int

int
boolean

int

Type
boolean

7 Filters * (% Export *

Value Default Value  Comments

true true

false false

86400 86400

true true

1 1

864000 864000

3 3

false false

21600 21600 .

»

7 Filters ™ (¥ Export *

Value Default Value  Comments

false false

Alternatively, settings can be exported using the Export button on the right within
each setting.
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The primary CMP is noted with a P

Step Procedure Result
4. |:| CMP GUI: 1. Capture screenshots of the advanced settings on the MPE prior to upgrading
Capture MPE the CMP and save them for future reference.
Advanced : . . . .
. 2. Navigate to Policy Server - Configuration = <MPE> -> Policy Server
Settings
3. Click Advanced Settings.
Policy Server: mpe
_[ System | Reports | Logs u Diameter Routing [ Policies | Data Sources [ Session Viewer | Debug |
Modify Cancell
Expert Settings
i Filters * & Export ”
Category Configuration Key Type Value ‘D,::z::lt Comments
Diameter DIAMETER.Cleanup.MaxDurationForSeint 7200 7200
Diameter DIAMETER.AF.AuditForAuthLifetime  boolean false false
SMSXML SMSXML.SendSMSNowWhenDelivery[ boolean false false
SY SY.Reconciliation.MaxSessionReconcili int 50 50
Diameter DIAMETER.AppsToEvaluateOnTermina String Undefined Undefined
Diameter DIAMETER.Cleanup.SessionCleanupIn int 21600 21600
Diameter DIAMETER.AF.AuthLifetime int 86400 86400
SH SH.Retry.EnabledOnTimeout boolean false false
Diameater NTAMFTFR. Cleanun. AuditRxSessions  hoolean false false e
3
Service Overrides
i Filters © & Export ~
Category Configuration Key Type Value ‘D,:Ifzzlt Comments
RCDRMA.Load @ RCDRMA.Lead.NotifyThreshold int 200 5
RCDRMA.Load ' RCDRMA.Load.ClearThreshold ink 200 0
RCDRMA.Load @ RCDRMA.Load.MaxNotifyInterval  int 3600000 60000
Alternatively, settings can be exported using the Export button on the right within
each setting.
5. [] | CMPGUL 1. Navigate to Platform Setting = Topology Settings = All Clusters.
Identify and . . : . .
y 2. Note which cluster is the primary and which cluster is the secondary.
Record the
CMP Cluster(s) 3. Save ascreenshot for future reference.

Cluster Settings

MName

CMP Sitel Cluster (P)
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Step

Procedure

Result

]

CMP GUI:
Verify Status of
CMP clusters
and ISO files are
copied to each
server

1. Navigate to Upgrade = Upgrade Manager.

2. Verify that the CMP clusters have the following:

- Server Role: Active/Standby status.

- Running Release: 12.5.0 or 12.5.0.4 version.

Start Rollback

Start Upgrade

B | Name AarmSe... | Up

& [ CMP sitet Cluster (2 Servers)

Upgraae m

to_. | Server Role Prev Release

Running Release

Upgrade Operation

Current IS0: incremental-upgrade-12.5.0.0.0 39.4

View Upgrade Log D Fiter  Columns v Ad

CIP175.55 i Winor Y Active 12.34.02_15.1.0 125.0.0.0_39.4.0 /) hitiate upgrade Completed Successfully at Aug 20, 2018 1:26:43.
CHP175-45 ¥ Standby 1231021510 125.0.0.0_39.4.0 /) hitiate upgrade Completed Successfully at Aug 20, 2018 10:50:20.
& [0 mpe (3 Servers)
WPE175-57 ¥ Spare 1231021510 125.0.0.0_39.4.0 /) iitiate upgrade Completed Successully at Sep 17, 2018 11:39:14
MPE175-47 v Active 12.31.02_15.1.0 125.0.0.0_39.4.0 ) Inftiate upgrade Completed Successfully at Sep 17, 2018 11:00:21
WPE175-37 ¥ Stanaby 1231.02_151.0 125.0.0.0_39.40 ) nitiate upgrade Completed Successfully at Sep 17, 2018 13:42:21
= [ mra (3 servers)
WRA175-58 Y Spare 123.1.02_15.1.0 125.0.0.0_39.4.0 ) itiate upgrade Completed Successfully at Sep 17, 201 14:37:14.
WRA175-43 Y Standby 123.1.02_15.1.0 125.0.0.0_39.4.0 /) itiate upgrade Completed Successfully at Sep 17, 2018 15:02:14.
WRA175-33 Y Active 123.1.02_15.1.0 125.0.0.0 39.4.0 /) intiate upgrade Completed Successfully at Sep 17, 2018 14:08:21

3. Navigate to Upgrade = ISO Maintenance.

4. Corresponding Release 12.6 ISO files copied to each of the servers
(CMP/MRA/MPE)

Fl Name

5] CMP Sitel Cluster

¥ CMP175-41

El CMP175-51
B E T

£l MPE175-42

¥ MPE175-52
S} Fi mra

£l MRA175-43

El MRA175-53

IS0 Maintenance ( Last Refresh :09/10/2018 10:54:39 )

Appl Type P

CMP Site1 Cluster

CMP Site1 Cluster 10.75.175.41
CMP Site1 Cluster 10.75.175.51
MPE
MPE 10.75.175.42
MPE 10.75.175.52
MRA
MRA 10.75.175.43
MRA 10.75.175.53

Running
Release

12.5.0.0.0_6
3.1.0

12.5.0.0.0_6
3.1.0

12.5.0.0.0_6
3.1.0

12.5.0.0.0_6
3.1.0

[ s Operations

lemp-12.6.0.0.0_26.1.0-x86_64.is0

lemp-12.6.0.0.0_26.1.0-x86_64.is0

Impe-li-12.6.0.0.0_26.1.0-x86_4.is0

Impe-1i-12.6.0.0.0_26.1.0-x86_64.isa

Imra-12.6.0.0.0_26.1.0-x86_64.is0

Imra-12.6.0.0.0_26.1.0-x86_64.is0

SSH Primary
Active CMP:
SSH CLI Primary
Active CMP and
verify the
Primary Active
CMP Role

1. SSHinto the Primary Active CMP with its VIP address.

Login: admusr

Password: <provided password>

2. Runthe sudo ha.mystate -icommand to confirm the role is Active.

$ sudo ha.mystate -1

NOTE: DbReplication_

old_OOS is a non-issue status event.
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]

SSH Primary
Active CMP:
exchange keys

1. Exchange keys to all servers from the SITE 1 Active Primary CMP.
2. Login as admusr user.

3. Notes: This step could be skipped if your system was fresh installed in R12.3 or
R12.4.

$ sudo mount -o loop /var/TKLC/upgrade/cmp-12.5.0.0 x.x.0-
x86_64.iso /mnt/upgrade/

$ sudo cp /mnt/upgrade/upgrade/policyScripts/*.pl /opt/camiant/bin
NOTE: If prompted, answer Yes to all.

$ sudo umount /mnt/upgrade

$ sudo gpSSHKeyProv.pl --prov
e Required to enter the PASSWORD for admusr user.
e  Ensure that the Keys are exchanged successfully with all the server clusters
For example:

$ sudo gpSSHKeyProv.pl --prov

The password of admusr in topology:<admusr password>

Connecting to admusr@njbbs07cmpOlb ...

Connecting to admusr@njbbs07cmpOla

Connecting to admusr@txsls07mraOlb ...

Connecting to admusr@njbbs07mpel2a

Connecting to admusr@txsls07mpeOlb ...

Connecting to admusr@njbbs07mralla

[16/17] Provisioning SSH keys on txsls07mpe02b ...

[17/17] Provisioning SSH keys on njbbs07mrallb ...

SSH keys are OK.
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9. |:| CMP GUI: Push | 1. Navigate to Upgrade = ISO Maintenance.
tlg(.eGRSrl)egarZZe 2. Select all the servers in the Topology.
Scripts to all 3. Select Operations = Push Scripts. (It is safe to run the push script multiple
servers in the times as needed).
segment 4. Click OK to continue the operation.
topology

Are you sure you want to execute Push Script?

Cancel

5. Verify that operation was successful with OK for every server.

Push Script

CMP175-71 10.75.175.71 OK
CMP175-81 10.75.175.81 OK
MPE175-72 10.75.175.72 0K
MPE175-82 10.75.175.82 OK
MRA175-732 10.75.175.732 OK
MRA175-83 10.75.175.82 OK

NOTE: It may take up to couple minutes to complete

10. |:| Primary Active 1. Logon to the primary active CMP as admusr.
CMP: ssh to_ 2. Copy the 12.6 ISO to the /var/camiant/iso directory:
primary active
CMP and copy $ sudo cp /var/TKLC/upgrade/cmp-12.6.0.0 x.x.0-x86 64.iso
1SO to /var/camiant/iso/
(var/camiant/ 3. Verify:
1s0
$ 1s /var/camiant/iso
11. |:| CMP GUI: 1. Navigate to Upgrade - Upgrade Manager.
select the 12.6 2. Select the Current ISO.
Upgrade
release 3. This opens a dialog box with a description of the ISO that was copied into the

/var/camiant/iso directory.
4. Highlight the available 12.6 1SO.

5. Click Select incremental-upgrade-12.6 ISO on the bottom right hand corner of

the window.
Select ISOs
Last Updated: 8/9/2021 12:29 ?3 O Filter Columns
Please select one of the following options
Label Release File Path Description
incremental-...  12.6.0.0.0_2... /var/camiant/iso/cmp-12.6.0.0.0_25.1.0-x86_6... = This kit is used to perform increment
6. Click OK.
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Message from webpage =
I-" ~ '\.I Loading this IS0 will cause the upgrade manager to abandon the
& current upgrade and start 2 new one. Are you sure you want to
centinue loading this [SO7
l oK l [ Cancel ]
B
Within a few seconds, the Up to date column changes from Y (meaning up-to-date)
to N (meaning needs upgrade).
12. CMP GUI: 1. Navigate to Upgrade - Upgrade Manager.
Upgrade - . )
|?g 2. Click Filter and enter CMP in the Name field.
Primary CMP
cluster 3. Select the Primary CMP Server Cluster.
NOTE: This 4. Click Continue Upgrade.
takes StartRollback  Continue Upgrade View Upgrade Log D Fiter  Colunjns
approximately _
30 minutes at B | Name Initiate upgrade MPE175-57 (next) | server pole Prev Release Running Release Upgrade Operation
B D CMP Site1 Cluster (2 Servers)
most to ;
CMP175-55 4 Minor Y Active 123.1.02_15.1.0 125.0.0.0_39.40 +) Intiate upgrade Completed Successfully at Aug 20, 2021 11:26:43.
Comp|Ete' CMP175-45 0 Minor Y Standby 1231.02_15.10 1250.00_39.40 +) Inttiate upgrade Completed Successfully at Aug 20, 2021 10J50:20.
=] 3 5
NOTE: Up to 8 moe (1 5envers)
MPE17S-5T N Spare 1240004110 125.000_63.1.0 +/ Initiate backout Completed Successfully at Sep 14, 2021 12:33:02.
clusters can be : :
MPE175-47 4 Minor Y Active 125.00.0_63.1.0 1260002510 +) Intiate upgrade Completed Successfully at Sep 17, 2021 11:p0:21
upgraded at the MPE175-37 N Standby 1240004110 125.0.0.0.63.1.0 ) Intiate backout Completed Successfully at Sep 14, 2021 11:16:11
same time,
selecting one at | 5-  Click OK to confirm and continue with the operation.
a time. " . .
Action Confirmation
Are you sure that yvou want to perform this action?
Initiate upgrade MPE175-57 (next)
0OK Cancel
The specific action taken is determined by the Upgrade Manager and based on the
specific version change being performed.
This continues to upgrade the standby server only in the CMP Cluster
In the Upgrade Operation column, the In Progress status along with the upgrade
activities cdisplays.
F1[4 mpe (3 Servers)
MPE175.57 N Spare 1240004110 1250006310 Initste upgrade - Preflight Check (Flapsed Time: 0:00}06)
MPE175-47 4 Minor Y Active 1250008310 126.00.0_25.1.0 ) Inttiate: upgrade Completed Successfully at Sep 17,2021 11:00:21
MPE175-37 N Standby 1240004110 1250006310 '/ Inftiate: backout Completed Successfully at Sep 14, 2021 11:16:11

Upgrade Status changes to Completed Successfully when done.

During the Upgrade activities, the following alarms may be generated and are
considered normal reporting events:

Expected Critical Alarms

70001 The gp_procmgr process has failed
31227 The high availability status is failed due to raised alarms
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70025 The MySQL slave has a different schema version than the master
31283 High availability server is offline

Expected Major Alarms

70004 The QP processes have been brought down for maintenance
31233 High availability path loss of connectivity
70021 The MySQL slave is not connected to the master

Expected Minor Alarms

70503 The server is in forced standby

70507 An upgrade/backout action on a server is in progress

70501 The Cluster is running different versions of software

70500 The system is running difference versions of software

31101 DB replication to a slave DB has failed

31106 DB merging to the parent Merge Node has failed

31107 DB merging from a child Source Node has failed

31102 DB replication from a master DB has failed

31114 DB Replication of configuration data via SOAP has failed
31105 The DB merge process (inetmerge) is impaired by a s/w fault

Upgrade is complete on the first CMP server in the cluster when the following
message (completed successfully) displays in the Upgrade Operation column.

+) Initiate upgrade Completed Successfully at Aug 9, 2021 12:57:11

+ ! Initiate upgrade Completed Successfully at Aug 9, 2021 13:36:28.

13.

CMP GUI:
Verify the
upgrade is
successful

1. Navigate to Upgrade - Upgrade Manager.

2. View the cluster. At this point, one server is on 12.6 and the other serverin the
clusteris on 12.5.0/12.5.0.4. The Up To Date column shows Y for the 12.6
server and N for the 12.5.0/12.5.0.4 server.

= [4] CMP Site1 Cluster (2 Servers)
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CMP CLI: Verify
eth01lis
primary device

This step only applies if the server has a condition in which after the upgrade is
successful ETH11 becomes the primary Ethernet interface versus ETHO1 becoming
the primary interface.

interface To resolve this situation permanently, perform the following:
1. Login as admusr and run the following:
$ sudo cat /proc/net/bonding/bond0
2. Check that the output shows that the primary is set to eth01. If it is set to
eth11, follow these instructions, otherwise skip to the nextr step.
3. Ifthis blade is the active blade, change it to standby.
4. Enter the following command:
$ sudo rcstool co /etc/sysconfig/network-scripts/ifcfg-bond0
5. Find eth11.
6. Change from primary=ethll to primary=eth01
7. Save and exit (for example, vi uses ESC :wq!)
$ sudo rcstool ci /etc/sysconfig/network-scripts/ifcfg-bond0
$ sudo reboot
15. CMP GUI: 1. Navigate to System Wide Reports = KPI Dashboard.
\J\Z:iy:glszeiz_ 2. Verify that report shows all normal traffic processing for the MPEs/MRAs.
KPI Dashboard Observe it for a few refresh updates.
Report
16. CMP GUI: 1. Navigate to Upgrade - Upgrade Manager.
E(:)Zt;n;;CMP 2. Select the Primary CMP Server cluster.
cluster 3. Click Continue Upgrade. Notice the failover to new version message.
4. NOTE: This causes a failover of the Primary CMP cluster
startRollback  Contiue Upgrace View Upgate oy DFiter Columms +  Adianced
5 name  Failovertonew version CMP Site1 Cluster (next) ey release Running Release Upgrads Operaion

[ [4] CMP Site1 Cluster (2 Servers)

CMP530 X) Citi... Y Standby 125.0.00_63.1.0 1260002510 /) Initiate upgrade Completed Successfully atAug 9, 2021 12:57-11

CMP5109 i Minor N Active TPD76000 88540 1250006310 nia

5. Click OK to confirm and continue with the operation.

Action Confirmation

Are you sure that you want to perform this action?
Failover to new version CMP Sitel Cluster (next)

Cancel

The action takes less than a minute to complete.
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17. CMP GUI: Re- Close the current CMP GUI browser tab and reopen another browser tab with the
login to the same CMP VIP address.
CMP server VIP . - .
The Policy Management Release 12.6 CMP GUI Login displays as shown. Login and
password credentials are the same as the pre-upgrade.
ORACLE
Welcome to the Confi
na and p
‘?<!‘5T\H_ZL rnam
system administrator.
f
[F—
Login
18. CMP GUI: 1. Navigate to Help=>About.
Verify Policy 2. Verify the release displayed is 12.6
Management
Release NOTE: Any '12.6.0.0.0_x.y.z'is correct
12.6.0.0.0_25.1.0
Copyright (C) 2003, 2021 Oracle. All Rights Reserved.
19. CMP GUI: e For MPE: Policy Server = Configuration 2 <MPE cluster> - System
Reapply e  For MRA: MRA- Configuration=><MRA cluster>=>System
Configuration The selected cluster has the status shown as Degraded and still shows the old
to MPE/MRA &

release version. Config mismatch may be displayed as well.

1. Click the Reapply Configuration operation.

Policy Server: mpe300

Reports | Logs | Policy Server | Diamete

Modify | Delete | Reapply Configuration |

Configuration

Mame mpe300
Status On-line Config Mismatch
Wersion 12.5.0.0.0 53.1.0

Description / Location

NOTE: A progress banner displays for the MPE reapply configuration. A progress
banner DOES NOT display for the MRA reapply configuration.
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Reapply Settings to the RC

Re-applying Settings to the RC...
Applying Service & Rating Group to Policy Server :MPE175-72

2. Verify that the Reapply Configuration is successfully:

Policy Server: mpe300

Reports | Logs | Policy Server | Diameter Routi

Modify | Delzte | Reapply Configuration |

The configuration was applied successfully.

Configuration

Mame mpe300
Status On-line
Version 12.5.0.0.0_631.0

Description / Location

20. [] | CMPGUI: 1. Navigate to System Wide Reports 2 KPI Dashboard.

Verify traffic 2. Verify that report shows all normal traffic processing for the MPEs/MRAs.

Observe it for few updates refresh.

Performance Alarms. Protocol Errofs
TS PCD TPS Total TPS PDN Active critical Major Minor Sent Refeive
Subscribers
MRAs selected 0 0 0 0 0 0 0 0 0 0
MPEs selected 0 [ 0 [ [ 0 0 1 0 0
mra Performance Connections Alarms Protocol [Error:
Active Network i
MRA State L_:_';;' :_g: TT";;' PDN SI'JJbstri CPU % "‘::’"V MPE MRA |Element Critical Major | Minor | Sent 3‘:"’
ers s
< mra(Server-A) Active 0 0 0 0 0 1 18 1of1 | oofo QEIEEY o© o 0 o ]
o mra(Server-B) Standby 2 18
Active " Dat. .
MPE State | TPS PDN  Session CPU % 'oMOTY| mpa ata Critical Major | Minor | sent | fFECelV
. % Sources
@ mpe(Server-A) Active 0 0 0 2 9 1of1 m 0 o 1 o [}
@ mpe(Server-B) Standby 2 5
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21.

CMP GUI:
Critical Alarms

Multiple critical alarms (70025) are seen until the SQL Database matches the master

(12.6). Thise alarms are expected and remain until all CMPs have been upgraded to
the same version.

Occurrence Severity | Alarm ID Text OAM VIP Server
Sep 18, 2018 02:58 AM EDT 70025 The MySQL slave has a different schema versien than the master. 10.75.175.121 1%"‘;';1:75,;4‘:
Current Minor Alarms
70503 Server Forced Standby
70501 Cluster Mixed Version
70500 System Mixed Version
Sep 18, 2018 02:58 AM EDT Minor 70503 The server is in forced standby 10.75.175.121 lgh;Pslz_?:sl
- - . CMP175-51
Sep 18, 2018 02:58 AM EDT Minor 70501 The Cluster is running different versions of software 10.75.175.121 10.75.175.5
- N . CMP175-51
Sep 18, 2018 02:58 AM EDT Minor 70500 The system is running different versions of software 10.75.175.121 10.75.175.5

NOTE: The Upgrade Manager also displays alarms.

22. [] | CMPGUI: 1. Navigate to Upgrade—> Upgrade Manager
Verify the . .
2. | -
Policy Verify the following
Management - Active serveris on Running Release 12.6

Release 12.6
CMP is Active

- Standby server is on the previous Release
=l [4] CMP Sited Cluster (2 Servers)

CMP530 A Minor Y Active

CMP5109 X Citi.. N Standb!

na

As noted, the Active CMP server is now on the Running Release of 12.6

¥/ Initiate upgrade Completed Successfully at Aug 9, 2021 12/57-1
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23.

CMP GUI:
Complete the
Upgrade of the
Primary CMP
Cluster

NOTE: This
takes
approximately3
0 minutes to
complete.

1. Navigate to Upgrade = Upgrade Manager.
2. Select the Primary CMP Server Cluster.

3. Click Continue Upgrade. Notice the message Initiate upgrade.

ack  Continue Upgrade

Initiate upgrade CMP5109 (next)

AamS.. Upto

View Upgrade Log ~ DFilter  Columns »  Advan

E |Name Server Role Prev Release Running Release Upgrade Operation

[=1 [v] CMP Site1 Cluster (2 Servers)

CMP530 & Minor Y Active 1250.00631.0 1260002510 «/Initiate upgrade Completed Successfully at Aug 9, 2021 12:57.11

CMP5109 X) Citi.. N Standby TPD76.0.0.0_88.540 1250006310 na

ed ¥

4. Click OK in the dialog to continue the upgrade on the remaining server in the
CMP cluster.

Action Confirmation

Are you sure that you want te perform this action?
Initiate upgrade CMP5109 (next)

Cancel

NOTE: The remaining CMP server takes approximately 30 minutes to complete.

Server getting upgraded goes into OOS state.

Expected Critical Alarms

70001 The gp_procmgr process has failed

31227 The high availability status is failed due to raised alarms

70025 The MySQL slave has a different schema version than the master
31283 High availability server is offline

Expected Major Alarms

70004 The QP processes have been brought down for maintenance
31233 High availability path loss of connectivity

70021 The MySQL slave is not connected to the master

70022 The MySQL slave failed synchronizing with the master

Expected Minor Alarms

70503 The server is in forced standby

70507 An upgrade/backout action on a server is in progress

70501 The Cluster is running different versions of software

70500 The system is running difference versions of software

31101 DB replication to a slave DB has failed

31106 DB merging to the parent Merge Node has failed

31107 DB merging from a child Source Node has failed

31102 DB replication from a master DB has failed

31114 DB Replication of configuration data via SOAP has failed
31105 The DB merge process (inetmerge) is impaired by a s/w fault
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24. CMP GUI: 1. Navigate to Upgrade = Upgrade Manager.
Tracking the . . . . —
" radg 2. The last step in the upgrade for the first CMP cluster is to wait for replication to
Pe complete.
complete
3. Select the upgraded CMP cluster.
4. Click View Upgrade Log.
a3 o Failover to new version 08/18/2018 14:58:08 09/18/2018 14:5... 0:00:00 Cluster CMP Site1 ... Success  Manual User inftiated actign:..
1194 1] Preflight Check 09/18/2018 15:48:44 09/18/2018 15:4... 0:00:11  Server = CMP175-41 Success  Manual User inttiated actign:..
1195 194 Upgrading server 09/18/2018 15:48:56 09/18/2018 16:0...  0:13:10 | Server | CMP175-41 Success = Automatic - Automatic action initi...
1196 194 Modify the role/replication 09/18/2018 15:48:56 09/18/2018 15:4. 0:00:01 ' Cluster ' CMP Site1 Success = Automatic - Automatic action for.
a7 194 ‘Wait for replication to syn... ' 09/18/2018 16:02:06 09/18/2018 16:0... 0:01:10 : Server . CMP175-41 Success - Automatic . Automatic action W
1198 194 Modify the roleireplication ... | 09/18/2018 16:02:06 09/18/2018 16:0... 0:00:01 ' Cluster = CMP Site1 ... ' Success = Automatic = Automatic action for..
25. CMP GUI: Navigate to Upgrade Manager = Upgrade Manager.
Verify the UPYTaTe Manager
status of the %) system Akrt No actions are avaiabie for the Current 50 incremental-uparade 426,000 35.1,
upgraded CMP Start Rollback  Start Upgrade View Upgrade Log  DFiler  Columns v Adbanced
server. B |Name Alarm Se. Upto Server Role Prev Release Running Release Upgrade Operation
B [ cp site1 Cluster (2 Servers)
CUPI75-55 i Minor Y Active 1250006310 126.00.0_25.10 /) Intiate upgrade Completed Successfully at Aug 20, 2021 11:26:43.
CHMPI75-45 Y Standby 120.000.631.0 126.00.0_251.0 ! Inttiate upgrade Completed Successfully at Aug 20, 202110:50:20.
E [ mpe (3 Servers)
WPE175-57 ¥ Spare 1250006310 1260002510 /) Intiate upgrade Completed Successfully at Sep 17, 2021 11:39:14.
MPE175-47 Y Active 1250006310 1260002510 /) Initiate upgrade Completed Successfully at Sep 17, 2021:11:00.21
WPE175-37 ¥ Standby 1250006310 1260002510 /) Intiate upgrade Completed Successfully at Sep 17, 2021 13:42:21
1[4 mra (3 Servers)
MRA175-58 Y Spare. 1250.0.0_63.1.0 126.00.0.2510 ) Inttiate upgrade Completed Successfully at Sep 17, 2021 14:37:14,
WRA1T5-45 Y Standby 125000 6310 126.00.0_25.10 /) Intiate upgrade Completed Suceessfully at Sep 17, 2021 15:02:14.
MRAIT5-33 Y Active 125.00.0_63.1.0 1260002510 /) Intiate upgrade Completed SuccessTully at Sep 17, 2021 14:08:21
e  Successful upgrade status shows both servers running the Release 12.6 in the
Running Release column and Y for both servers in the Up To Date column
e Active/standby state for both servers in the Primary CMP Cluster.
26. Proceed to next | At this point, the Primary Site-1 is running Release 12.6

upgrade
procedure

e Secondary SITEis on 12.5.0 or 12.5.0.4.

e Proceed to the next procedure to upgrade the non-CMP servers.

—End of Procedure—

2.5 Upgrade non-cmp clusters 12.5.0/12.5.0.4 to 12.6

Use the following procedures to upgrade a site/segment containing one or more non-CMP clusters such
as MPEs, MRAs.

NOTES: Different types of non-CMP clusters can be upgraded at the same time. 2 MPEs and 2 MRAs, for
example, can be upgraded in parallel.
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2.5.1 Site/Segment Upgrade Preparation

2.5.1.1 Configuration Preparation
Procedure 22 Preparation for NON-CMP Upgrade

Step Procedure Result

1. |:| CMP GUI: Access Use the supported browser to login as admin user or as a user with
into CMP server administrative privileges.

2. |:| CMP GUI: Verify Upgrade = Upgrade Manager

current Upgrade
Manager status and
Software Release
12.6 I1SO files o  Verify that the CMP cluster is upgraded successfully and running Policy
Management Release 12.6

e Verify that all CMP clusters have both Active and Standby status.
e Verify that all MPE & MRA clusters have both Active and Standby status.

Upgrade = I1SO Maintenance

e Verify that Policy Management release 12.6 ISO files are available for all
clusters. One ISO per server

—End of Procedure—

2.5.2 Upgrade Non-CMP Clusters (MPE or MRA)
Use this procedure to upgrade one or more non-CMP clusters at a site/segment.
This procedure is applicable for a 12.5.0 or 12.5.0.4 upgrade to 12.6

This section can be replicated for each site/segment to be upgraded, to allow the upgrade engineer to
add cluster and site specific information.

The following sequence of server types to be upgraded for the system

1. Upgrade MRAs
2. Upgrade MPEs after MRA upgrade is done

The upgrade procedure is essentially the same for any non-CMP cluster.

1. Select and start upgrade on the Standby server
2. Failover

3. Continue upgrade on remaining server

4. Re-apply configuration

NOTES:

e All CMP clusters must have been upgraded to Policy Management release 12.6 before
performing the following procedures.
e The maximum clusters to be running the upgrade at one time is 16.
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Procedure 23 Upgrade NON-CMP Servers

Step Procedure Result
1. [_]| CMP GULI: Health 1. Check for current active alarms
checks on the . . .
- For the MPE: Policy Server-> Configuration->Reports = Reset
servers to be
Counters
upgraded
- For the MRA: MRA-> Configuration-> Reports = Reset Counters
2. Check KPI Dashboard (capture and save screenshot to a file)
2. []| CMP GULI: Verify 1. Navigate to Upgrade = Upgrade Manager.
upgrade status of . .
2. Verify information for the MRAs/MPEs:
selected MPE/MRA y /
site/segment - Current Release 12.5.0 or 12.5.0.4 installed
- Running with Active/Standby status
3. Navigate to Upgrade = 1SO Maintenance
4. Verify the ISO version to be deployed is 12.6
= D CMP Sitel Cluster CMP Sitel Cluster
D CMP175-41 CMP Sitel Cluster 10.75.175.41 12'5'.04'.050_39D:mpr12.5.U.U.U_39.4.U—x86_64.isw
[ CMP175-51 CMP Sitel Cluster 10.75.175.51 lz'S'ID‘;.DU'D’BQD:mp-12.5.D.D.0739.4.D-xﬁﬁiﬁ4.|sn[IDD%]
= = mpe MPE
= MPE175-42 MPE 10.75.175.42 12'4'.01'.00'0’51Dmpe-h-12.5.D.D.0739.4.D-x56764.lsn
] MPE175-52 MPE 10.75.175.52 12'4'_01'_00'0_51DmpE—\i'12.5.U.U.U_39.4.U—x86_64.isu
= B mra MRA
D MRA175-43 MRA 10.75.175.43 12'4'.01'050_51Dmra—12.5.U.U.U_39.4.U'>(BE_E4.\SU
0 MRA175-53 MRA 10.75.175.53 : '_l_U'D*SIDmra-12.5.n.n.n,aq.et.n-xasjmwsn
3. |:| CMP GUI: Upgrade Start the upgrade on ONE cluster. Wait until the cluster shows OOS state, then

clusters

NOTE: The upgrade
of one server takes
approximately 35
minutes to
complete.

continue with the next cluster and so on. Up to 16 clusters may be running
upgrade at any one time.

1. Navigate to Upgrade = Upgrade Manager

2. Click the checkbox for the desired cluster (one cluster at a time.) It can be an
MRA or an MPE.

3. Click Continue Upgrade or Resume Upgrade

Start Rollback ~ Confinue Upgrade View Upgrade Log ~ DFiter  Columns

E | Name Initiate upgrade MPE1TE-6T (next) | server moe Prav Release Running Release Upgrade Operation
& O cmp sitet Cluster (2 Servers)
CMP175-55 5 Minor Y Active 1231.02_15.1.0 1250.0.0_39.4.0 ) Intiate upgrade Completed Successfull at Aug 20, 2021 11:26:43.

CHP175-45 & Minor Y Standby 123102_1510 1250003940 +/ Initiate upgrade Completed Successfully at Aug 20, 2021 10:50-20

[l [¥| mpe (3 Servers)

MPE175-57 N Spare 1240004110 125.00.0_63.1.0 /) Intiate backout Completed Successfully at Sep 14, 2021 12:33:02.
WPETS-47 U Minor Y Active 125000 8310 1260002510 /) e upgrade Completed Successfuly at Sep 17, 2021 11:00:21
WPE1TS-37 N Standby 1240004110 125.0.00.63.1.0 ¢/ Intiate backout Completed Successfully at Sep 14, 2021 11:16:11

4. Click OK to confirm and continue with the operation. It begins the upgrade
of the standby server for that cluster.

‘ E ¥ mpe (3 Servers)

MPENTSST N Spare 1240004110 125000 6310 [step 13 0% Initate uparade : Prefight Check (Elpsed Time: 1:00:06)
WPE175-47 4 Minor Y Active 25000 831 1260002510 /! Intiate upgrade Completed Successfull at Sep 17,2021 11:00:21
MPEA75.37 N Standby LG 125000 63.10 ) nifate backout Completed Successfuly at Sep 14, 2021 1:16:11,

5. Wait until the standby server reports OOS before selecting the next cluster
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6. Follow the progress status in the Upgrade Operation column.

7. During the upgrade activities, the following alarms may be generated and

are considered normal reporting events. These alarms are cleared after the
clusters are completely upgraded.

Expected Critical Alarms

31283 High availability server is offline
70001 QP_procmgr failed
31227 High availability status failed

Expected Major Alarm:

70004 QP Processes down for maintenance

31233 High availability path loss of connectivity

Expected Minor Alarms

70503 Upgrade Director Server Forced Standby
70507 Upgrade Director In Progress

70500 Upgrade Director System Mixed Version
70501 Upgrade Director Cluster Mixed Version
31114 DB Replication over SOAP has failed
31102 DB replication from a master DB has failed
31106 DB Merge To Parent Failure

31107 DB Merge From Child Failure

31101 DB Replication To Slave Failure

31282 HA management fault

78001 RSYNC Failed

Upgrade is complete on the first server of the cluster when the Initiate upgrade
completed successfully at... message displays in the Upgrade Operation column.
The server goes back to standby state when the upgrade completes.

[ [V mra (3 Servers)

MRA175-58 Y Spare 25.0.0.0 6310 1260002510 +) Intiate upgrade Completed Successfully at Sep 17,2021 14:37:14,

HRA175-48 D Standby 2RIL0 &AL 1260002510 ) Intiate: backout Completed Successfull at Sep 17, 2021 17:01:03.

WRA175-38 Y Active 1240004110 1250006310 +) Intiate upgrade Completed Successfully at Sep 17,2021 14:08:21

A number of different alarms may be raised at this point:

Expected Minor Alarms

78001 RSYNC Failed

70500 The system is running different versions of software
70501 The Cluster is running different versions of software
70503 The server is in forced standby
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]

CMP GUI: Continue
Upgrade MRA/MPE
clusters. Next
operationisa
failover.

NOTE: 16 clusters
can be running the
upgrade process at
one time.

Failover ONE cluster at a time. Wait for a minute, before moving on to the next
cluster.

1. Navigate to Upgrade = Upgrade Manager
2. Select the cluster (one cluster at a time). It can be an MRA or MPE.

3. Click Continue Upgrade. When hovering over the Continue Upgrade button,
it displays the Failover to new version message.

Upgrade Manager
Current 150: incremental-upqrade-12.6.0.0.0 38.4

Start Rollback  Continue Upgrade View UpgradeLog ~ DFiter  Coumns v Advanced

B | Name Fallover to new version mpe (1ext)  server Rl Prev Release Running Release Upgrade Operation

E O P Sitet Cluster (2 Servers)

CHP175-55 A Minor Y Active 1250008310 1260002510 /) Initiate upgrade Completed Successfully at Aug 20, 202111:28:43

CHP17e-45 A Minor Y Standby 250008310 1260002510 ) Initiate upgrade Completed Successfully at Aug 20, 202110:50:20.
E [ mpe (3 Servers)

MPE175-5T N Spare 1240004110 1250006310 +) Initiate: backout Completed Successfully at Sep 14, 2021 12:33:02.

NPETS-4T Y Standby 250008 1260002510 ! nitiate upgrade Completed Successfully at Sep 17, 2021 11:00:21,

HPE175-37 Y Hajor N Active 124000 4140 125000 6310 ) Iniiate backout Completed Successfully at Sep 14, 2021 11:18:11
E O mra(3 servers)

MRATTS-58 N Spare. 1240004100 2500083190 +) Initiate: backout Completed Successfully at Sep 14, 2018 12:43:02.

MRA{75-48 A Minor N Active 1240004110 125000 6310 ) Initiate backout Completed Successfully at Sep 14, 2018 14:05:02

HRAT75-38 N Standby 1240004110 250008310 «) Initiate backout Completed Successfull at Sep 14, 2018 11:16:51

4. Click OK to confirm and continue with the operation. It begins to failover the
cluster.

Action Confirmation

Are you sure that you want to perform this action?
Failover to new version mpe (next)

| DI(| | Cancel |

5. Wait until failover completes, that is, the server running 12.5 becomes the
active server before failing over the next cluster.

mpe (3 Servers)

MPE175-57 5 Minor N Spare 1240004110 125.00.0_683.1.0 '/ Initiate backout Completed Successfully at Sep 14, 2021 12:33:02.
MPEATS.47 Ulgor Y 125000 6310 1260002510 /) nfiete upgrade Completed Successfully af Sep 17, 2021 110021
WPE175-37 4 Winor N Standby 124cL0ato 1250006310 ¢/ Inttiate backout Completed Successfuly at Sep 14, 2021 11:46:1
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]

CMP GUI: Reapply
configuration on
the MPE/MRA
cluster that failed
over successfully.

e For MPE: Policy Server = Configuration 2 <MPE cluster> = System
e For MRA: MRA-> Configuration><MRA cluster>-> System

The selected cluster has the status shown as Degraded and still shows the old
release version. Config mismatch may be displayed as well.

1. Click the Reapply Configuration operation.

m Reports | Logs | Policy Server | Diameter Routing | Policies | Data Sources | Session Viewer | Debug

Modify | Delete | Reapply Configuration
Configuration

Name mpe

Status

Version 126.00.0_25.1.0
Description / Location

Secure Connection No

Legacy No

Type Oracle

System Time Aug 10, 2021 03:12 AM GMT

Associated Templates(lower numbered templates take priority over higher numbered templates)
Priority Template Name

None

NOTE: A progress banner displays for the MPE reapply configuration. A progress
banner DOES NOT display for the MRA reapply configuration.

= = =

Reapply Settings to the RC

Re-applying Settings to the RC...
Applying SmsGateway to Policy Server :MPE175-47

2. Verify that the Version is changed to the upgraded Release 12.5

3. The cluster still shows the Degraded status:

Configuration

Name mpe

Status

Version 126.00.0_251.0

Description / Location

Secure Connection Mo

Legacy No

Type Oracle

System Time Aug 10, 2021 03:12 AM GMT
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]

CMP GUI: Current
alarms

Some of the alarms below may appear:

Expected Critical alarm

None

Expected Major Alarm

78001 Rsync Failed

Expected Minor Alarms

70500 The system is running different versions of software
70501 The Cluster is running different versions of software
70503 The server is in forced standby

71402 Diameter Connectivity Lost

31101 DB Replication To Slave Failure

31113 DB Replication Manually Disabled

7. |:| CMP GUI: Verify 1. Navigate to Upgrade Manager - System Maintenance
traffic becomes - If traffic is active, go to step 9
active within 90 '8 P
seconds - Iftraffic does not become active within 90 seconds:
2. Select the checkbox for the partially upgraded cluster, and select
Operations = Rollback.
3. The pre-12.6 MPE server should become active and resume handling traffic.
8. []| CMP GUI: Reapply 1. Navigate to Policy Server - Configuration > <mpe_cluster name> >
configuration System
or
MRA - Configuration = <mra_cluster name> > System
2. Click Reapply Configuration
e  Verify that the version is changed back to 12.5.0 or 12.5.0.4, and the action
report success.
e If NOT, stop and contact Oracle support to back out of the partially
upgraded cluster.
9. []| EMP GUI: Continue | Continue the upgrade on ONE cluster at a time and when the server goes into

Upgrade MRA/MPE
clusters. Upgrade
on the Standby
server

00S, continue with the next cluster and so on. Up to 16 clusters may be running
upgrade at one time.

1. Navigate to Upgrade = Upgrade Manager.
2. Select a cluster (one cluster at a time), it can be an MRA or an MPE.

3. Click Continue Upgrade. When hovering over the Continue Upgrade button,
it displays the Initiate upgrade... on the standby server message.
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Start Rollback  Continue Upgrade View Upgrade Lo~ OFiter  Columns ¥
B | Name Initiate upgrade MPET5-67 (next)  server ole Prev Relzase Running Release Upgrade Operation
& [ CMP Sited Cluster (2 Servers)
CMP175-55 & Minor Y Active 1231021510 12.50.0.0_3940 ) Intiate upgrade Completed Successfully at Aug 20, 2021 11:26:43.
CHP1TS-45 4 Minor Y Standby 1231021510 125.0.0.0_39.40 +/ Initiate upgrade Completed Successfully at Aug 20, 202110:50:20,
E [v] mpe (3 Servers)
WPE175-57 N Spare 1240004110 125000 6310 '/ Inttiate backout Completed Successfully at Sep 14, 2021 12:33:02.
WPET75-47 4 Minor Y Aclive 1250.00_63.10 1260002510 ) Initiate upgrade Completed Successfully at Sep 17, 2021 11:00:21
MPEATE-37 N Standby LAREANIAD 1250046310 ) Intiate backout Completed Successfull at Sep 14, 2021 11:16:11
4. Click OK to confirm and continue with the operation. It begins the final
server upgrade of the cluster
Action Confirmation
Are you sure that you want to perform this action?
Initiate upgrade MPE175-57 (next)
OK Cancel
5. If you plan to perform the upgrade for several clusters in parallel (up to 16),
wait until the server being upgraded changes to OOS before moving on to
the next cluster.
6. Follow the progress status in the Upgrade Operation column.
7. During the upgrade activities, the following alarms may be generated and

are considered normal reporting events. These alarms are cleared after the
cluster is completely upgraded.

Expected Critical Alarms

31283 High availability server is offline
31227 High availability Status Failed
70001 QP_procmgr failed

Expected Major Alarm

70004 QP Processes down for maintenance

Expected Minor Alarms

70503 Upgrade Director Server Forced Standby
70507 Upgrade Director In Progress

70500 Upgrade Director System Mixed Version
70501 Upgrade Director Cluster Mixed Version
70502 Upgrade Director Cluster Replication Inhibited
31114 DB Replication over SOAP has failed
31106 DB Merge To Parent Failure

31107 DB Merge From Child Failure

31101 DB Replication To Slave Failure

31102 DB Replication from Master Failure
31113 DB Replication manually Disabled
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Upgrade is complete when the Initiate upgrade completed successfully
at.. message displays in the Upgrade Operation column. The server goes back to
Standby state and the Up to Date column shows a Y (YES).
B [l mpe (3 Servers)
MPE175-57 Y Spare 250.00 8210 126.00.0_25.10 ) Inttiate upgrade Completed Successfully at Sep 17,2021 11:39:14.
MPE175-47 Y Active 25.0.0.0 83.0.0 1260002510 ) Initiate upgrade Completed Successfully at Sep 17,2021 11:00:21.
WPE175-37 N Standby 1240004140 125.00.0 6310 /! Intiate backout Completed Successfull at Sep 14, 2021 11:16:11
10. [_]| REPEAT steps 1 Proceed with the next clusters until all clusters have been upgraded
through 10 for next UDgTaue Manager
M PE/M RA Cl uster(s) &) system Alert: No actions are available for the selected cluster. Current 150: incremental-uparade-126.0.0.0 25,4,
Start Rollback  Start Upgrade View Upgrade Log ~ DOFiter  Columns +  Advanced
E | Name AlarmSe...  Upto ... | Server Role Prev Release Running Release Upgrade Operation
&1 0 cup sitet Cluster (2 Servers)
CHP175-55 5 Minor Y Active 1250006310 126.00.0.25.10 ! Inttiate upgrade Completed Successfuly at Aug 20, 202111:26:43.
CHPITELS ¥ Standby 1250006310 1260002510 //Intite upgrade Completed Successfuly at Aug 20, 2021 1050:20.
10 mpe (3 Servers)
WPE175-57 Y Spare 125000 G310 1260002510 ) Intiate upgrade Completed Successfully at Sep 17, 2021 11:39:14,
WPE175-47 Y Active 1250006310 126.000_251.0 ) Intiate upgrade Completed Successfully at Sep 17, 2021 11:00:21
WPE175-37 Y Standby 1250000310 1260002510 ) Intiate upgrade Completed Successfully at Sep 17, 2021 13:42.21
FI [ mra (3 Servers)
WRA175-58 Y Spare 1250006310 12600.0_25.1.0 ! Intiate upgrade Completed Successfuly at Sep 17, 2021 14:37:14.
1RAI75-48 Y Standby 125000_63.1.0 126000.2510 /) ntiate upgrade Completed Successfuly at Sep 17, 2021 15:02:14,
11RATTE-38 Y Active 12500.0_63.1.0 1260002510 ) Intiate upgrade Completed Successfuly at Sep 17, 2021 140821
11. [ ]| CMP GUL: System Administration 2 SMS Relay 2 Modify
Modify/save SMSR . . .
. Y . NOTE: This step is only for Wireless-C system. If you do not see SMS Relay
configuration

under System Administration, skip this step.

Initial access into this configuration upon upgrade to release 12.6, the
configuration shows as such with Config Mismatch.

Maodify | Config Mismatch

CMPP Configuration

CMPP Enabled Enabled
SMSC Host 10.113.78.65
SMSC Port 7890

Source Address 901234
Shared Secret 1234

Registered Delivery No Delivery Receipt
Service Id 1
Message Format GBK Encoding

SMS Log Configuration

SMSR Log Level WARN
CMPP Log Configuration

CMPP Log Rotation Cycle DAY
CMPP Log Level WARN
Generic Motification Configuration

Notification Enabled Disabled
HTTP Log Level WARN

1. Click Modify. The following is an example of the SMSR configuration. DO
NOT change any of the configuration if it has been working in the past.
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CMPP Configuration

CMPP Enabled 2l

SMSC Host 10.113.78.65

SMSC Port 7890

Source Address 901234

Shared Secret 1234

Registered Delivery No Delivery Receipt ;l
Service Id 1

Message Format GBK Encoding ;I

Modify SMS Log Settings

SMS Log Level lm

Modify CMPP Log Settings
CMPP Log Rotation Cycle DAY

CMPP Log Level WARN =

Generic Notification Configuration

Notification Enabled

r
HTTP Log Level WARN =
Save Cancel

2. Click Save to save the configuration and continue as shown.

| Madify |

CMPP Configuration

CMPP Enabled Enabled

SMS5C Host 10.113.78.65
SMSC Port 7890

Source Address 901234

Shared Secret 1234

Registered Delivery No Delivery Receipt
Service Id 1

Message Format GBK Encoding

SMS Log Configuration

SMSR Log Level WARN

CMPP Log Configuration

CMPP Log Rotation Cycle DAY
CMPP Log Level WARN

Generic Notification Configuration

Notification Enabled Disabled
HTTP Log Level WARN

NOTE: The Config Mismatch message is not there with the saved configuration.

—End of Procedure—
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2.6 Post Upgrade health Check for wireless systems

NOTE: This section is used when the entire topology is running release 12.6

Procedure 24 Health Check after upgrade completed

Step

Procedure

Result

1. []

CMP GUI: Verify
the upgrade is
successful on all
clusters.

1. Navigate to Upgrade = Upgrade Manager.

2. View the Up to Date, Running Release, and Upgrade Operation columns
and verify they read Y, 12.6...., and Initiate upgrade completed
successfully at... respectively, for all servers in all clusters.

UPQraue Manager

¥ system Alert No actions are avaisble for the Current IS0: incremental-upgrade-12.6.0.0.0 25.1.
Start Rollback  Sfart Upgrade View Upgrade Log ~ OFiter  Coumns »  Advanced
B |Name AarmSe... |Upto_.. | Server Role Prev Release Running Release Upgrade Operation
=[] P Sited Cluster (2 Servers)

CIP175-55 5 Minor ©Y Active 1250006310 1260002510 /) Inttiate upgrade Completed Successfuly at Aug 20, 202111:26:43.

CHP175-45 Y Standby 1250008310 126000 2510 /) Intiate upgrade Completed Successfuly at Aug 20, 202110:50:20
& [ mpe (3 Servers)

WPE175-57 Y Spare 1200006310 1260002510 /) Intiate upgrade Completed Successfuly at Sep 17, 2021 11:38:14,

WPE1T5-47 Y Active 1250006310 126.00.0_2510 ) Intiate upgrade Completed Successfuly at Sep 17, 2021 11:00:21

WPE7S-37 Y Standby 1250006310 1260002510 /) Intiate upgrade Completed Successfuly at Sep 17, 2021 13:42.21
Bl M mra (3 Servers)

WRA175-58 Y Spare 1250.0.063.10 1260002510 +/JIntiate upgrade Completed Successfuly at Sep 17, 2021 14:37:14.

1RAITS-48 Y Standby 1250006310 126000 2510 /) ntizte upgrade Completed Successfuly at Sep 17, 2021 15:02:14.

1RAITE-38 Y Active 1250006310 1260002510 /) niate upgrade Completed Successfuly at Sep 17, 2021 14:08:21

2. []

CMP GUI: View
current alarms

1. Navigate to System Wide Reports=> Alarms—> Active Alarms.

2. Verify that all alarms due to the upgrade have been cleared.

Active Alarms ( Last Refresh:09/19/2018 15:04:24)
[ coumms ][ e ][ urtabie rormer ][ sevessoov ][ mworeor

Display results per page:
[Eirst/Prev]1[Next/Last] Total 1 pages

s
Server e Severity | Alarm ID Age/Auto Clear Description Time Operation

CMP GUI: View
current KPlIs

1. Navigate to System Wide Reports—> KPI Dashbord.

2. Make sure the counter stats are incrementing properly.

RPT TLast Refresh: 0971972018 1511347 ]
Performance Alarms Protocol Errors
Active . .
TPs PCD TPS Total TPS PON Critical Major Minor Sent Received
Subscribers
MRAs selected 0 0 0 0 0 0 [} 0 0 0
MPESs selected 3 0 3 0 0 o 0 0 0 0
mra Performance Connections Alarms Protocol Errors
Active Network
Local | PCD | Total Memory Receive
MRA state | Loc3l | PLO | Towl eow Sl:,:sr;rl cpu o Mep MPE | MRA Eler:em Critical  Major | Minor | Sent =
& mra(Server-A) Standby 2 17
@ mra(Server-B) Active 0 0 0 0 0 2 18 10f1 | oofo DEIELY o 0 0 0 0
Active - pats Recei
MPE State | TPS PON | session| cPU % |"'STOY  MRA ata Critical | Major | Minor | sent RECS™E
= % Sources d
@ mpe(Server-A) Standby 2 6
@ mpe(Server-B) Active 0 0 0 2 15 101 [EXSER o o o o o
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3. |:| CMP GUI: 1. Navigate to System Wide Reports—> Others>MPE/MRA Rep Stats (for a
Replication stats wireless system)

2. Verify all clusters and servers are in OK state.

MPE/MRARep Stats ( Last Refresh:09/19/2018 15:12:44 )

e T I ey | iy

e e i T

[First/Erev]i[uext/Last] Total 1 pages:
Replication
Cluster Name Server Type Cluster State Blade State Sync State Delta(Min:Sec)
& mpe WPE o) OK 0:0.497
MPE175-52 (Active) ->MPE175-42 (Standby) 3 ¥ ok ©) oK 0:0.497
& mra MRA v oK 0:0502

MRA175-53 (Active) ->MRAL175-43 (Standby) MRA v ok v) oK 00502

3. [ Verify System 1. Usethe sudo syscheck command on every server.

Health 2. Verify that each class test returns OK. For example:

$ sudo syscheck

Running modules in class disk... OK
Running modules in class hardware... OK
Running modules in class net... OK
Running modules in class proc... OK

Running modules in class system...OK

LOG LOCATION: /var/TKLC/log/syscheck/fail log

—End of Procedure—

2.7 Backout (ROLLBACK) 12.5.0/12.5.0.4 wireless mode

This procedure is performed if an issue is found during the upgrade, as well as post-upgrade which
impacts network performance.

The Policy Management system is backed out to the previous release.

Oracle strongly recommends consulting My Oracle Support before initiating the backout procedure.
They determine the appropriate course of recovery options.

2.7.1 Backout Sequence

The Backout sequence order is the reverse of the Upgrade order as in the following sequence:

1. Backout MRA/MPE
2. Backout the Secondary CMP cluster (if applicable)
3. Backout the Primary CMP cluster.

During a backout, it is important to control what version of the software is currently active. This control
must be maintained even if there are unexpected failures.

NOTE: In the case of a non-CMP clusters, the upgrade/backout is NOT complete until the operator
performs a Reapply Configuration from the CMP. The MRA/MPE can still operate, but may not be fully
functional.

2.7.1.1 Pre-requisites

No new policies or features have been configured or run on the upgraded release.
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The CMP cluster cannot backout if other non-CMP Policy Management servers are still on the upgraded
release.
2.7.1.2 Backout of Fully Upgraded Cluster

Prior to performing this procedure, Oracle recommends consulting My Oracle Support to discuss the
next appropriate course of actions.

Use this procedure to backout a cluster that has been fully upgraded. At the end of this procedure, all
servers of the target cluster are on a pre-12.6 release with Active, Standby status.

Expected pre-conditions:

e The primary active CMP is on release 12.6

e The cluster servers to be backed out are on release 12.5.0/12.5.0.4
2.7.1.3 Backout Sequence

This procedure applies to a cluster. The non-CMP cluster types (MRA, MPE) are in non-georedundant
mode with active, standby servers. CMP clusters may be in Sitel or Site2.

NOTE: It is possible, and desirable, to backout multiple clusters in parallel. However, in order to do this,
each cluster must start the backout procedure one at a time, staggering by about 1 minute each.

Overview on Backout/Rollback MRA/MPE cluster
The following sequence preserves the cluster as a georedundant MRA/MPE cluster.

1. Back out of the standby server

2. Fail over

3. Reapply the configuration

4. Back out of the new standby server

Backout Secondary CMP (if applicable)
NOTE: At this time, all MPEs and MRAs must be backed out to the previous release.
Use the CMP GUI (Upgrade Manager) to backout the Secondary CMP cluster

Backout Primary CMP (From 12.6 to 12.5.0/12.5.0.4)

NOTE: At this time, all of the MPE/MRA clusters must be backed out, the Secondary CMP must also be
backed out.

1. Use the CMP GUI (Upgrade Manager) to backout the Primary standby CMP cluster
2. Select the CMP cluster and click Start Rollback on the top left to initiate backout on Standby
CMP

I Start Rollback I Start Upgrade View Upgrade Log LOFiter  Columns ¥  Advanced v

B | Name Alarm S... | Up to... | Server Role Prev Release Running Release Upgrade Operation

| £ 4 cmP site1 Cluster (2 Servers)

3. Click Continue Rollback, which fails over to older version CMP cluster.

Failover to old version CMP Site1 Cluster (back) { Server Role Prev Release Running Release Upgrade Operation

= CMP Site1 Cluster (2 Servers)

CMP175-51 X) Critical - M Standby 12.6.0.0.0_251.0 125.0.0.0_63.1.0 +) Initiate backout Completed Successfully

CMP175-41 £ Minor Y Active 125.000_63.1.0 126.000_251.0 ) Initiate upgrade Completed Successfully

155



4. Log in to the Primary CMP VIP
5. Usethe 12.5.0/12.5.0.4 Ugrade Manager to complete backout of the Primary CMP cluster

COTTEMT IS0 1]

Continue Rollback Resume Upgrade View Upgrade Log

Initiate backout CMP175-41 (back) Lm Se.. Upto.. | ServerRole Prev Release Running Release Upgrade Operation

E CMP Site1 Cluster (2 Servers)

CMP175-51 £ Minor N Active 12.6.0.0.0_25.1.0 125.0.0.0_63.1.0 +lIntiate backout Completed Successfully at

CMP175-41 %) Critical ¥ Standby 125.0.0.0_63.1.0 126.0.0.0 25.1.0 | Initiate upgrade Completed Successfully at

6. If needed, go to Policy Server - Configuration = Policy Server and click Reapply
Configuration.

2.7.1.4 Back-out Partially Upgraded MPE/MRA Cluster
Use this procedure to back-out a partially upgraded MPE/MRA Cluster.
Expected Pre-conditions:

1. Primary Active CMP is on Release 12.6

2. Cluster is any of MPE or MRA

3. One server of target cluster is on Release 12.6

4. Other servers of target cluster are on Release 12.5.0 or 12.5.0.4

NOTES:

e This procedure must be performed within a maintenance window.
e This procedure takes approximately 45 minutes at most per server.
e [f this procedure fails, contact Oracle Technical Services and ask for ASSISTANCE.

Check off () each step as it is completed. Boxes have been provided for this purpose under each step
number.

Procedure 25 Back-out Partially Upgraded MPE/MRA Cluster

Step Procedure Result

1. [] | CMPGUI: Verify | 1. Navigate to Upgrade - Upgrade Manager
the status of

2. Confirm status of the cluster to be backed out:
affected Clusters

- Primary Active CMP is on Release 12.6

- Target Cluster has 1 server on Release 12.5.0/12.5.0.4, and 1 server on
Release 12.6

- Active serveris on 12.5.0/12.5.0.4

2. [ MPE/MRA SSH: 1. Using SSH, login to the Standby server to be backed out as admusr.
Verify /var/log/

messages file
size 2. ONLY if the resulting size of /var/log/messages is above 20M, run the

following, otherwise proceed to the next step.

$ 1s -1h /var/log/messages

$ sudo cp /var/log/messages /var/camiant/log/messages.preBack-out
$ sudo cat /dev/null > /var/log/messages

$ logger -s "Truncated this file prior to back-out. Copy is in
/var/camiant/log/messages.preBack-out"

3. Verify:
$ 1s -1h /var/log/messages
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3. [

CMP GUI: Verify
the status of
affected Clusters

NOTE: This takes
approximately30
minutes to
complete.

1. Select Start Rollback or Continue Rollback. When hovering over the button, it
indicates the server to get backed out.

Upgraae

o actions are avaiable for the selected cluste

Current IS0: ineremental-uparate-12.6.0.0.0

StartRollback  Start Uporade View Upgrade Lo~ OFiter  Cowmns ¥ Advan|

B | Name AlrmSe... |Upto... | Server Role Prev Release Running Release Upgrade Operation

=1 [J MP Site1 Cluster (2 Servers)

CHPI75-55 i Winor Y Active 125000 6310 126000 2510 ) Intiate upgrade Completed Successfully at Aug 20, 2021 11:26:43

p5.1.

ed

CHP175-e5 v Standby 1250006310 1260002510 ) Intiste upgrade Completed Successfully at Aug 20, 2021 10:50:20,
B [0 mpe (3 Servers)
WPETS-57 Y spare 125.000.63.1.0 1260002510 /) nitiate upgrade Completed Successfull at Sep 17, 2021 11:38:14.
WPE75-47 v Active 125000 63.1.0 1260002510 /) Initate upgrade Completed Successfull at Sep 17, 2021:11:00:21.
WPE75-37 v Standby 125.00.0_63.1.0 1260002510 /) nttiate upgrade Completed Successfull at Sep 17, 202113:42:21
E [ mra (3 Servers)
MRATTS-58 v Spare 125.00.0_63.1.0 12600.0_2510 /) niiate upgrade Completed Successfully at Sep 17, 2021 14:37:14,
MRAITS-48 v Standby 125000 63.1.0 126000 2510

/) nfite upgrade Completed Successfully af Sep 17, 2021 15:02:14.

MRA175-38 ¥ Active

125.00.0_63.1.0 126.00.0 2510

/) Infiste upgrade Completed Successful at Sep 17, 2021 14:08:21

2. Click OK to confirm and continue with the operation. It begins to back-out.
3. Follow the progress status in the Upgrade Operation column.

During the back-out activities, the following alarms may be generated and are
considered normal reporting events. These alarms are cleared after the cluster is
completely backed out.

Expected Critical Alarms

70001 The gp_procmgr process has failed

31227 The high availability status is failed due to raised alarms
70028 Signaling bonded interface is down

31283 High availability server is offline

Expected Major Alarms

70004 The QP processes have been brought down for maintenance
31236 High availability TCP link is down
31233 High availability path loss of connectivity

Expected Minor Alarms

70503 The server is in forced standby
70507 An upgrade/backout action on a server is in progress
70501 The Cluster is running different versions of software
31101 DB replication to a slave DB has failed
31102 DB replication from a master DB has failed
31282 The HA manager (cmha) is impaired by a s/w fault
31232 High availability server has not received a message
31284 High availability remote subscriber has not received a heartbeat
31107 DB merging from a child Source Node has failed
31114 DB Replication of configuration data via SOAP has failed
31104 DB Replication latency has exceeded thresholds
78001 Transfer of Policy jar files failed
70500 The system is running difference versions of software
31100 The DB replication process is impaired by a s/w fault
Back-out of the server is complete when the successful completion message
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(Initiate Back-out Completed Successfully)

+ ! Initiate backout Completed Successfully at Sep 6, 2018 14:24:05.

MPE/MRA SSH:

Verify syscheck
and /tmp
directory
permission

1.

Login to the back-out server and verify that there are no failures in syscheck:

$ sudo syscheck

Verify /tmp directory permissions:
$ 1s -1/
NOTE: Permissions should be the following,

drwxrwxrwt. 5 root root 4096 Apr 27 10:54 tmp

If the permissions are not as listed above then perform the following;
otherwise skip to next step:

$ sudo chmod 777 /tmp

$ sudo chcon -h system u:object r:tmp t:sO /tmp
$ sudo chmod +t /tmp

Verify:

$ 1s -1 /

Perform syscheck again:

$ sudo syscheck
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7. |:| MPE/MRA CLI: This step only applies if the server has a condition in which after the upgrade is
Verify eth01 is successful ETHO2 becomes the primary Ethernet interface versus ETHO1 becoming
primary device the primary interface.
interface

To resolve this situation permanently, perform the following:
1. Asadmusr, run the following:
$ sudo cat /proc/net/bonding/bond0

2. Check that the output shows that the primary is set to eth02, it should be
eth01. This step is only applicable when primary is set to eth02.

3. Ifthis blade is the active blade, change it to standby.
4. Open the ifcfg-bondO file.

$ sudo rcstool co /etc/sysconfig/network-scripts/ifcfg-bond0
5. Find the eth02.
6. Change primary=eth02 to primary=eth01.

7. Save and exit (for example, vi uses ESC :wq!)
$ sudo rcstool ci /etc/sysconfig/network-scripts/ifcfg-bond0

$ sudo reboot

—End of Procedure—

2.7.1.5 Back-out Fully Upgraded MPE/MRA Cluster
Use this procedure to back-out a fully upgraded MPE/MRA Clusters.

Prior to performing this procedure, Oracle recommends first consulting the Technical Services team to
discuss the next appropriate course of actions.

At the end of this procedure, all servers of the target cluster are on Release 12.5.x (MRA, MPE, CMP)
with Active, Standby status.

Expected pre-conditions:

1. Primary Active CMP is on Release 12.6.
2. Cluster is of MPE or MRA.
3. Servers of target cluster are on Release 12.6 in either in Active, Standby or Force Standby role.

NOTES:

e This procedure must be performed within a maintenance window.
e This takes approximately 105 minutes per MPE or MRA cluster.
e [f this procedure fails, contact Oracle Technical Services and ask for ASSISTANCE.

Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step
number.
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Procedure 26 Back-out Fully Upgraded MPE/MRA Cluster

Step Procedure

Result

CMP GUI: Verify
the status of
affected Clusters

1. []

1. Navigate to Upgrade = Upgrade Manager
2. Confirm status of the cluster is backed out:

- Primary Active CMP is on Release 12.6

- MPE/MRA is on Release 12.6 Up to Date Column shows Y for all
servers in this cluster

EXAMPLE
E | Name Alarm Se... | Upto... | Server Role Prev Release Running Release Upgrade Operation
= ] cMP Sitet Cluster (2 Servers)
CMP175-51 & Minor |V Active 125.00.0_63.1.0 1260002510 ) Initiate upgrade Completed Successfully at Sep 18 2018 14:52:13.
CMP1T7S-41 Y Standby 122.00.0_03.1.0 126.00.0_2510 ) Initiate upgrade Completed Successfully at Sep 18 2018 16.03:18.
[0 mpe (2 Servers)
MPE175-52 Y Active 125.000_63.1.0 1260002510 ) Initiate upgrade Completed Successfully at Sep 18| 2018 17:51:18,
MPE175-42 Y Standby 1250006310 1260002510 /) Initate uparade Completed Successfully at Sep 18| 2018 18:16:16.
B0 mra (2 Servers)
MRA175-53 Y Active 125.00.0 63.1.0 1260002510 ! Initiate upgrade Completed Successfully at Sep 19} 2018 14:19:18.
MRA175-43 Y Standby 122.000_63.1.0 1260002510 ) Initiate upgrade Completed at Sep 191 2018 14:58:18.

MPE/MRA SSH:
Verify /var/log/
messages file size

1. Use SSH to login to the Standby server to be backed out as admusr

NOTE: The Active server is checked after the failover later on in this
procedure.

$ 1s -1h /var/log/messages

2. ONLY if the resulting size of /var/log/messages is above 20M, run the
following commands, otherwise proceed to the next step.

$ sudo cp /var/log/messages
/var/camiant/log/messages.preBack-out

$ sudo cat /dev/null > /var/log/messages

$ logger -s "Truncated this file prior to back-out. Copy is
in /var/camiant/log/messages.preBack-out"

3. Verify:
$ 1s -1h /var/log/messages

CMP GUI: Initiate
Back-out

NOTES:

Each back-out of
one blade server
completes in
approximately 30
minutes.

Up to 8 clusters
can be backed out
at the same time,
selecting one at a
time.

1. Navigate to Upgrade = Upgrade Manager
2. Select the cluster (one cluster at a time) (can be an MRA or MPE)

3. Click Start Rollback. When hovering over the button, it indicates the
server to be backed out. In this case it is the current standby server.

[ontinue Roliback  Resume Upgrase Vien

Initiage BACKAU MPEITS-42 (D3CK) rmse  |Upte | Server Rok Pra Fsisase

3 ] CMP Sited Cluster (2 Servers)

125,000 6310

12500.0_83.1.0

Ugsprade Lop

Suctessfuly s Sep

ucteasfuly ot Sep

wdesstully at Sep

sedenstoly ot Sep

fuly 8t Sep

fully o1 Sep

4. Click OK to confirm and continue with the operation. It begins to back-
out.
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Action Confirmation

Are you sure that you want to perform this action?
Initiate backout MPE175-42 (back)

| DI{| | Cancel |

5. Follow the progress status in the Upgrade Operation column.
6. At this point, the server backing out goes into OOS state

7. Wait until the server goes to an OOS state before selecting the next
cluster to back-out.

During the back-out activities, the following alarms may be generated and
are considered normal reporting events. These alarms are cleared after the
cluster is completely backed out.

Expected Critical Alarms

70001 The gp_procmgr process has failed

31227 The high availability status is failed due to raised alarms
70028 Signaling bonded interface is down

31283 High availability server is offline

Expected Major Alarms

70004 The QP processes have been brought down for maintenance
31236 High availability TCP link is down
31233 High availability path loss of connectivity

Expected Minor Alarms

70503 The server is in forced standby

70507 An upgrade/backout action on a server is in progress
70501 The Cluster is running different versions of software
31101 DB replication to a slave DB has failed

31102 DB replication from a master DB has failed

31282 The HA manager (cmha) is impaired by a s/w fault
31232 High availability server has not received a message ...
31107 DB merging from a child Source Node has failed
31114 DB Replication of configuration data via SOAP has failed
31104 DB Replication latency has exceeded thresholds
78001 Transfer of Policy jar files failed

70500 The system is running difference versions of software
31100 The DB replication process is impaired by a s/w fault

Back-out of the server is complete when the successful completion displays
in the Upgrade Operation column. The server shows running release of
12.5.0 and 12.5.0.4 and return to standby with an N in the Up To Date
Column.
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Verify syscheck
and /tmp directory
permission

failures in syscheck:

$ sudo syscheck

2. Verify the /tmp directory permissions:

$1ls -1/

3. NOTE: Permissions should be:

drwxrwxrwt. 5 root root 4096 Apr 27 10:54 tmp

4. If the permissions are not as listed above then perform the following

otherwise skip to next step:

$ sudo chmod 777 /tmp

$ sudo chcon -h system u:object r:tmp t:s0 /tmp
$ sudo chmod +t /tmp

5. Verify:

$1s -1/

6. Perform syscheck again:

$ sudo syscheck

Step Procedure Result
H & mpe (2 Se-n'ers]
MPE175-52 Y Active ) Inttiate upgrade Completed Succpssfully at Sep
MPE175-42 N Standby ) Initiate backout Completed Succgssfully at Sep
4. CMP GUI 1. Select the partially Backed out cluster
Verify the back-out | 2. Select the View Upgrade LOG
IS SUCCESSfUI 1219 ] Backing out server upgrade = 08/18/2018 16:36:10 09/19/2018 16:4... - 0:06:58 | Server @ MPE175-42 Success | Manual User intigted action:...
220 219 Modify the role/replication ... - 09/19/2018 16:36:10 09/19/2018 16:3...  0:00:01  Cluster mpe Success  Automatic = Automatig action for...
1221 219 ‘Waiting for replication to s 09/19/2018 16:43.08 09/19/2018 16:4 0:00:09 : Server : MPE175-42 Success - Automatic - Automatig action w.
3. Check upgrade logs for the remainder of partially Backed out clusters.
5. MPE/MRA SSH 1. Loginto the backed-out standby server and verify that there are no
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[

MPE/MRA CLI:
Verify eth01 is
primary device
interface

This step only applies if the backed-out Standby server has a condition in
which after the upgrade is successful ETHO2 becomes the primary Ethernet
interface versus ETHO1 becoming the primary interface.

To resolve this situation permanently, perform the following:
As admusr, run the following:
$ sudo cat /proc/net/bonding/bond0

Check that the output shows that the primary is set to eth02, it should be
eth01. This step is only applicable when primary is set to eth02.

If this blade is the active blade, change it to standby before performing the
following operations.

$ sudo rcstool co /etc/sysconfig/network-scripts/ifcfg-
bond0

1. Find the following keyword:
2. Change primary=eth02 to primary=eth01

3. Save and exit (for example, in vi uses ESC :wq!)

$ sudo rcstool ci /etc/sysconfig/network-scripts/ifcfg-
bond0

$ sudo reboot

Confirm MPE/MRA
server status

Ensure that the Active are on 12.6 and the standby server shows running
release of 12.5.0 or 12.5.0.4

|2 [¥] mpe (2 Servers)

MPE175-52 Y Active 12.5.0.0.0_63.1.0 12.6.0.0.0_25.1.0 ) Initiate upgrade Complet
MPE175-42 N Standby 12600.0_25.1.0 12.5.0.0.0_63.1.0 ) Initiate backout Complet

d Successfully :

0 Successfully £
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[

CMP GUI: Continue
the back-out of the
MRA/MPE clusters.
Next operation is
failover to the
12.5.0/12.5.0.4
server.

NOTE: Up to 8
clusters can be
backed out at the
same time,
selecting one at a
time.

Current state of the cluster must be as follows.
e Active Serveris on Release 12.6
e Standby Server is on Previous release

1. Select the cluster (one cluster at a time) (can be an MRA or MPE)

2. Click Continue Rollback. When hovering over the button, it informs
you to failover to old version, which is 12.5.0/12.5.0.4.

Continue Rollback  Resume Upgrade

Failover to old version mpe (back) jgrmse . |Upto.. Server Roke Prev Release Running Release Upgrade Operation

= [ CMP Sited Cluster (2 Servers)

View Upgrade Log

CMP175-51 £ Minor Y Active 1250006310 126.000_25.1.0 ) Initiate upgrade Completed|Successfully at

CMP175-41 Y Standoy 125.00.0_63.1.0 126.00.0_25.1.0 ) Initiate upgrade Completed|Successtully at

£l [ mpe (2 Servers)

MPE175-42 N Standby 126.0.0.0_25.1.0 125000 6310 /) nitiate backout Complete:

MPE175.52 7 Active 125.0.0.0_63.1.0 12:6.0.0.0.251.0 /) nitiate upgrade Completed|Successfully at

d Buccessfully at

3. Click OK to confirm and continue with the operation. It begins to
failover.

Action Confirmation

Are you sure that you want to perform this action?
Failover to old version mpe (back)

| DK| | Cancel |

Wait until the server fails over before selecting the next cluster. This takes
approximately 2 minutes

Expected Critical Alarms

70001 The gp_procmgr process has failed
31227 The high availability status is failed due to raised alarms

Expected Major Alarms

74603 The number of failed MPE primary cluster reaches the threshold

Expected Minor Alarms

70503 The server is in forced standby

31102 DB replication from a master DB has failed
71402 Diameter Connectivity Lost

31101 DB replication to a slave DB has failed
78001 Transfer of Policy jar files failed

State of the cluster looks like the following when the failover completes.

I [4 mpe (2 Servers)

MPE175-52 Y Standby 125.0.0.0_83.1.0 126.00.0.251.0 ! Initiate upgrade Completed| Successfully at

WPE175-42 U Major N Active 126.0.0.0_25.1.0 125.0.0.0 63.1.0 ) Iniiate backout Completed

[Successfully at
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9. |:| CMP GUI: Reapply | ¢ For MPE: Navigate to Policy Server = Configuration = <MPE> >
Configuration on System
MPE/MRA cluster | 4 For MRA: Navigate to MRA = Configuration = <MRA> => System
that competed the .
. P The selected cluster status is Degraded as expected as shown:
failover
SUCCESSfU"y Reports | Logs | Policy Server | Diameter Routing Policies | Data Souyrces
Madify Delete Reapply Configuration
Configuration
MName mpe
Status
Version 126.00.0_251.0
Description / Location
Secure Connection No
Legacy Mo
Type Oracle
Click Reapply Configuration operation.
e The Version is successfully changed to the upgraded Release 12.6.0
e The status is Degraded which is a normal reporting event as the
servers are in different status.
MPE
Reports | Logs | Policy Server | Diameter Routing Policies | Data Soufrces
Modify Delete Reapply Configuration
Configuration
Name mpe
Status
Version 12.6.0.0.0_251.0
Description / Location
Secure Connection No
Legacy Mo
Type Oracle
10. [] MPE/MRA SSH: Use SSH to login to the Standby server to be backed out as admusr.
Verify $ 1s -1h /var/log/messages
/var/log/message
s file size ONLY if the resulting size of /var/log/messages is above 20M, run the

following, otherwise proceed to the next step.

$ sudo cp /var/log/messages
/var/camiant/log/messages.preBack-out

$ sudo cat /dev/null > /var/log/messages

$ logger -s "Truncated this file prior to back-out. Copy is
in /var/camiant/log/messages.preBack-out"

Verify:
$ 1s -1h /var/log/messages
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11.

CMP GUI:
Complete Back-out
of cluster(s)

NOTE: Upto 8
clusters can be
backed out at the
same time,
selecting one at a
time.

NOTE: Each back-
out of one blade

server completes
in approximately
30 minutes

1. Select the cluster (one cluster at a time) (can be an MRA or MPE)

2. Click Continue Rollback. When hovering over the button, it indicates

the back-out server.

ontinue Rollback  Resume Upgrade

nitiate backout MPE175-52 (back) mse.. upto.. | ServerRole Prev Release Running Release

i [] CMP Site1 Cluster (2 Servers)

CMP175-51 & Minor Y Active

125.0.0.0_63.1.0 1260002510

CMP175-41 Y Standby 1250006310 1260002510

Upgrade Operation

/) Initiate upgrads Compld

/) Initiate upgrads Compld

Vie)

Upgrade Log

ed Successfully

ed Successfully

f [¥] mpe (2 Servers)

MPE175-52 Y Standby 125.0.00 6310 126.00.0_251.0

MPE175-42 & Minor N Active

126000_2510 1250006310

/! Initiate upgrads Complg

) Initiate backout Comple

ed Successfully

2d Successfully

3. Click OK to confirm and continue with the operation. It begins to back-

out.

Action Confirmation

Are you sure that you want to perform this action?
Initiate backout MPE175-52 (back)

| DI{| | Cancel |

4. Follow the progress status in the Upgrade Operation column.

5. During the back-out activities, the following alarms may be generated
and are considered normal reporting events. These alarms are cleared

after the cluster is completely backed out.

Expected Critical Alarms

70001 The gp_procmgr process has failed

31227 The high availability status is failed due to raised alarms
70028 Signaling bonded interface is down

31283 High availability server is offline

Expected Major Alarms

70004 The QP processes have been brought down for maintenance
31236 High availability TCP link is down
31233 High availability path loss of connectivity

Expected Minor Alarms

70503 The server is in forced standby

70507 An upgrade/backout action on a server is in progress
70501 The Cluster is running different versions of software
31101 DB replication to a slave DB has failed

31102 DB replication from a master DB has failed

31282 The HA manager (cmha) is impaired by a s/w fault

31232 High availability server has not received a message

31284 High availability remote subscriber has not received a heartbeat

31107 DB merging from a child Source Node has failed
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31114 DB Replication of configuration data via SOAP has failed
31104 DB Replication latency has exceeded thresholds

78001 Transfer of Policy jar files failed

70500 The system is running difference versions of software
31100 The DB replication process is impaired by a s/w fault

6. Back-out of the server is complete when the successful completion
message (initiate Back-out completed successfully) displays in the
Upgrade Operation column.

7. Verify in Upgrade Log that that back-out was successful:

8. All of the servers are on Release 12.5.x at this point and show
active/standby

e mpe (2 Servers)

MPE175-52 N Standby 126.0.0.0.251.0 125000 6310 ) Inttiate backout Complet

MPE175-42 4 Minor N Active 126000 2510 125000_6310 ) Initiate backout Complet
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12. MPE/MRA SSH: 1. Login to the backed-out standby server as admusr.
verify syscheck 2. Verify that there are no failures in syscheck:
and /tmp directory
permission $ sudo syscheck

Verify /tmp directory permissions:

$1s -1 /
NOTE: Permissions should be the following,
drwxrwxrwt. 5 root root 4096 Apr 27 10:54 tmp

If the permissions are not as listed above then perform the following
otherwise skip to next step:

$ sudo chmod 777 /tmp

$ sudo chcon -h system u:object r:tmp t:s0 /tmp
$ sudo chmod +t /tmp

Verify:

$ 1s -1 /

Perform syscheck again:

$ sudo syscheck

168




Step

Procedure

Result

13.

MPE/MRA CLI:
Verify eth01 is
primary device
interface

This step only applies if the backed-out standby server has a condition in
which after the back-out is successful ETHO2 becomes the primary
Ethernet interface versus ETHO1 becoming the primary interface.

To resolve this situation permanently, perform the following:

1. Asadmusr, run the following:

$ sudo cat /proc/net/bonding/bond0

2. Check that the output shows that the primary is set to eth02, it should

be eth01. This step is only applicable when primary is set to eth02.

3. Ifthis blade is the active blade, change it to standby before performing

the following operations.

$ sudo rcstool co /etc/sysconfig/network-scripts/ifcfg-
bond0

4. Find eth02.
5. Change primary=eth02 to primary=eth01

6. Save and exit (for example, in vi uses ESC :wq!)

$ sudo rcstool ci /etc/sysconfig/network-scripts/ifcfg-
bond0

$ sudo reboot

14. CMP GUI: Verify Verify Cluster is processing traffic normally.
that backed out . .
. Navigate to System Wide Reports 2 KPI Dashboard.
cluster is
. . KPI Dashboard ( Last Refresh:00/19/2018 17:44:19 )
processing traffic ET—
normally. Performance Mo e
s PCD TPS Total TPS PDN 5“::::';'_5 Critical Major Minor Sent
MRAs selected 0 0 0 0 0 0 0 0 0
MPEs selected 0 0 0 0 o 0 0 1 0
mra Performance Connections Alarms
local = PCD | Total Active Memory. Network .
MRA State = e e PDN 5.::;.—. CcPU 9% o MPE MRA Eler;mnt Critical  Major  Minor
@ mra(Server-A) Standby 2 7
2 mra(Server-B) Active | © o o o o 2 18 | 10f1 | 0ofo o o o
MPE State | TPS PDN s‘;:;l:’n CPU % "E;L“'V MRA s:uar‘;s Critical | Major | Minor
2, mpe(Server-A) Aive 0 0 o 2 s 101 [FEEH [ 0 1
o mpe(Server-B) Standby 2 s
15. CMP GUI: Verify 1. Navigate to System Wide Reports = Alarms = Active Alarms
alarms . .
2. Verify that there are no unexpected active alarms present.
NOTE: Some alarms may take 30 minutes to 1 hour for auto clearing time.
16. MPE/MRA SSH: 1. Login into MPE/MRA server as admusr.

Verify routes

2. Copy routes_output.txt from the /home/admusr directoy to the /tmp
directory.

$ sudo cp routes output.txt /tmp
$ cd /tmp
$ 1s

routes_output.txt

WARNING: It is critical that proper exit of the platcfg menu is strictly
adhered to. Not exiting the platcfg menu and or in the event of a blade
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service interruption occur while still within the platcfg menu can cause an
adverse impact to application functionality on the blade. If this occurs

contact Oracle pers

onnel immediately and alert Maintenance
Engineering.

Navigate to Policy Configuration = Routing Config = Display Routes

all the routes.

Main Routing Table
Network Destination

Source Gateway

SIGA 0.0.0.0/0

NHone 10.240.232.193

SIGA ::/0

None 2001:4888:0:63::1

ORM .151.0.0/16

NHone .240.232.65
.26.0.0/16
.240.232.65
.25.0.0/186
.240.232.65
.240.232.224/28
.240.232.241
.250.32.10/32

If any of the routes are missing then perform the following otherwise

Navigate back to Route Configuration Menu and select Import Routes.

Route Configuration Menu

4dd Route
Delete Route
Display Routes
Export Routes

3. Start the platcfg utility.
$ sudo su - platcfg
4.
5. Click Forward to view
6. Verify that all routes are present.
Example
default
default
net
7.
skip to step 18
8.
9. Click OK.

Destination: /figu

1 Import Routes From File j

10. Routes are imported from /tmp/routes output.txt file and Route
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Configuration menu displays.
11. Select Display Routes
12. Verify that all routes are present.
13. Click Forward to view all the routes.

Example

Main Routing Table
NHetwork Destination
Source Gateway
defaulc SIGL 0.0.0.0/0
None 10.240.232.193
defaunlt SIGA :: /0
None 2001:4888:0:63::1
net ORM .151.0.0/16
None .240.232.65
net OBM .26.0.0/16
None .240.232.65
net .25.0.0/16
.240.232.65
net .240.232.224/28
.240.232.241
.250.32.10/32

Iiiiiii%iiil

Use arrow keys to move between options |

<Enter> selects

14. Exit platcfg utility

WARNING: It is critical that proper exit of the platcfg menu is strictly
adhered to. Not exiting the platcfg menu and or in the event of a blade
service interruption occur while still within the platcfg menu can cause an
adverse impact to application functionality on the blade. If this occurs
contact Oracle personnel immediately and alert Maintenance
Engineering.

17. []

Repeat for other
clusters as needed

Repeat this procedure for the remaining MPE/MRA servers.

18. []

Perform syscheck
and verify that
alarms are clear.

Another syscheck on all the back-out servers can be performed to ensure
all modules are still operationally OK before progressing to the next
Procedure.

1. Navigate to System Wide Reports > Alarms = Active Alarms
2. Verify that there are no unexpected active alarms present.

NOTE: Some alarms may take 30 minutes to 1 hour for auto clearing time.

—End of Procedure—

2.7.1.6

Back-out Fully Upgraded Primary CMP Cluster

Use this to back-out a fully upgraded Primary CMP Cluster.

Expected Pre-conditions:

1. Primary Active CMP Cluster is on Release 12.6
2. Secondary CMP, MPE and MRA Clusters are on Release 12.5.0 or 12.5.0.4

NOTES:

e This procedure must be performed within a maintenance window.
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e This procedure takes approximately 105 minutes.
o If this procedure fails, contact Oracle Technical Services and ask for ASSISTANCE.

Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step

number.

Procedure 27 Back-out Fully Upgraded Primary CMP Cluster

Step Procedure Details
1. [] | cMPGUL: 1. Navigate to Upgrade - Upgrade Manager
Verify the 2. Confirm status of the cluster to be backed out:
f CMP . . .
status of C - Primary Active CMP is on Release 12.6
Clusters
- Secondary CMP, MPE and MRA Clusters are on Release 12.5.0 or 12.5.0.4
- Up to Date Column shows Y for all servers in Primary CMP Cluster
3. Click Filter and enter CMP in the Name field.
Example
Hame AlarmSe... [Upio ... | Server Kol Trev Helease Running Release Upgrade Operation
feve | =T = [=] [ [=]
O cmp site1 Cluster (2 Servers)
CMP175-51 £ Minor b Active 12500063 1.0 12.6.0.0.0_25.1.0 +) Initiate upgrade Completed Successful
2 [] | CMP SSH: 1. SSHinto the standby server to be backed out as admusr.
Verify $ 1s -1h /var/log/messages
/var/log/
messages file 2. ONLY if the resulting size of /var/log/messages is above 20M, run the
size following, otherwise proceed to the next step.

$ sudo cp /var/log/messages /var/camiant/log/messages.preBack-out
$ sudo cat /dev/null > /var/log/messages

$ logger -s "Truncated this file prior to back-out. Copy is in
/var/camiant/log/messages.preBack-out"

3. Verify:
$ 1s -1h /var/log/messages

CMP GUI: Back-
out standby
server of
Primary CMP
cluster

NOTE: Back-out
of one server
takes
approximately
30 minutes to
complete.

1. Select the Primary CMP Cluster

2. Click Start Rollback. When hovering over the button, it indicates the server to
back out.

StartRollback  Start Upgrade View Upgrade Log

Initiate backout CMP175-41 (back) rmse.. |upto..  ServerRole Prev Release Running Release Upgrade Operation

)[4 cMP Site1 Cluster (2 Servers)

CMP175-51 & Minor Y Active 125000 6310 1260002510 +) Initiate upgrade Completed Successfully 3

CMP175-41 Y Standby 125.0.0.0 63.1.0 126.00.0 2510 ) Intiate upgrade Complsted Successfully 3

3. Click OK to confirm and continue with the operation. It begins to back-out.

Action Confirmation

Are you sure that you want to perform this action?
Initiate backout CMP175-41 (back)

| DKl |l:am:el |
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4. Server goes into an OOS server role
5. Follow the progress status in the Upgrade Operation column.
During the back-out activities, the following alarms may be generated and are
considered normal reporting events. These alarms are cleared after the cluster is
completely backed out.
Expected Critical Alarms
70001 The gp_procmgr process has failed.
31227 The high availability status is failed due to raised alarms
31283 High availability server is offline
70025 The MySQL slave has a different schema version than the master
Expected Major Alarms
70004 The QP processes have been brought down for maintenance
31236 High availability TCP link is down
31233 High availability path loss of connectivity
70021 The MySQL slave is not connected to the master
Expected Minor Alarms
70503 The server is in forced standby
70507 An upgrade/backout action on a server is in progress
70501 The Cluster is running different versions of software
31232 High availability server has not received a message
31101 DB replication to a slave DB has failed
31102 DB replication from a master DB has failed
31107 DB merging from a child Source Node has failed
31114 DB Replication of configuration data via SOAP has failed
31106 DB merging to the parent Merge Node has failed
70500 The system is running different versions of software
Back-out of the server is complete when the successful completion message
displays in the Upgrade Operation column. The server goes back to standby state
and shows a running release of 12.6.0
CMP Site1 Cluster (2 Servers)
CMP175-51 L Minor Y Active 12.5.00.0_63.1.0 126.000_25.10 ) Initiate upgrade Completed Successfully|
CMP175-41 X) Critical ~ N Standby 1260002510 125.0.0.0_63.10 ) Initiate backout Completed Successfully|
4. CMP SSH: 1. Login to the backed-out server as admusr
Verify syscheck 2. Verify that there are no failures in syscheck:
and /tmp
directory $ sudo syscheck
permission
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sk. .

Verify /tmp directory permissions:
$ 1s -1 /
NOTE: Permissions should be the following,

drwxrwxrwt. 5 root root 4096 Apr 27 10:54 tmp

If the permissions are not as listed above then perform the following
otherwise skip to next step:

$ sudo chmod 777 /tmp

$ sudo chcon -h system u:object r:tmp t:s0 /tmp
$ sudo chmod +t /tmp

Verify:

$ 1s -1 /

Perform syscheck again:

$ sudo syscheck

CMP SSH:
Verify eth01 is
primary device
interface

This step only applies if the server has a condition in which after the back-out is
successful ETH11 becomes the primary Ethernet interface versus ETHO1 becoming
the primary interface.

To resolve this situation permanently, perform the following:

1.
2.

Login as admusr
Run thecat command.:
$ sudo cat /proc/net/bonding/bond0

Check that the output shows that the primary is set to eth11, it should be
eth01. This step is only applicable when primary is set to eth11.

If this blade is the active blade, change it to standby before performing the
rcstool command.

$ sudo rcstool co /etc/sysconfig/network-scripts/ifcfg-bond0
Find eth11.

Change from primary=ethll to primary=eth01

Save and exit (for example, vi uses ESC :wq!)

$ sudo rcstool ci /etc/sysconfig/network-scripts/ifcfg-bond0

$ sudo reboot
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6. [] | CMPGUL 1. Navigate to Upgrade > Upgrade Manager.
Continue the .
2. Select the Primary CMP cluster
back-out. Next
operation is 3. Click Continue Rollback. When hovering over the button, it informs you of the
failover failover.
Continue Rollback  Resume Upgrade View Upgrade Lo
Failover to old version CMP Site1 Cluster (back) ,  server Role Prev Release Running Release Upgrade Operation
[= [#] cMP site1 Cluster (2 Servers)
CMP175-51 4 Minor Y Active 125.000_631.0 1260002510 + Inttiate upgrade Completed Successfuflly
CMP175-41 X) Critical M Standby 12.6.0.0.0_25.1.0 12.5.0.0.0_63.1.0 ) Initiate backout Completed Successful
4. Click OK to confirm and continue with the operation. It begins to failover and
takes couple of minutes to complete.
Action Confirmation
Are you sure that you want to perform this action?
Failover to old version CMP Sitel Cluster (back)
After a minute, you are required to log back in.
7. [] | CMPGULI: Log After failover, you are required to log back in to the CMP GUI using the Primary
back into the CMP VIP.
Primary CMP
VIP
Welcome to the Configuration Management Platform (CMP). Please enter your user
name and password below to access the CMP desktop. If you do not have an existing
user name or password, or if you have misplaced either, please contact the system
administrator.
admin
Login |
COPYRIGHT © 2003, 2018 ORACLE. ALL RIGHTS RESERVED.
8. [] | C™MPGUI 1. Navigate to Help = About.
Verify previous . . .
. yp 2. Verify the release displayed is 12.5.x.x
Policy
Management 12.5.0.0.0_63.1.0
release

Copyright (C) 2003, 2021 Oracle. All Rights Reserved.
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9. [] | CMPGULIfa MPE:
Config . . . .
. . Navigate to Policy = Configuration = <MPE Cluster> = System
Mismatch is
observed on MRA:
MPE or MRA . . .
Navigate to MRA -> Configuration = MRA Cluster> = System
Reports | Logs | Policy Server | Diameter Routing Policies | Datal!
Modify Delata Reapply Configuration
Configuration
MName mpe
Status On-line Config Mismatch
ersion 12.5.0.0.0_63.1.0
Description / Location
Secure Connection Mo
Legacy Mo
Type Oracle
Click Reapply Configuration.
Config Mismatch is resolved:
Reports Logs Policy Server | Diameter Routing Policies Data
Modify Delete Reapply Configuration
Configuration
MName mpe
Status On-line
ersion 125.0.0.0_631.0
Description / Location
Secure Connection No
Legacy No
Twne Oracle
10. [_] | CMP SSH: 1. Use SSH to login to the Standby server to be backed out as admusr
Verify $ 1s -1h /var/log/messages
/var/log/
messages file 2. ONLY if the resulting size of /var/log/messages is above 20M, run the
size following, otherwise proceed to the next step.
$ sudo cp /var/log/messages /var/camiant/log/messages.preBack-out
$ sudo cat /dev/null > /var/log/messages
$ logger -s "Truncated this file prior to back-out. Copy is in
/var/camiant/log/messages.preBack-out"
3. Verify:
$ 1s -1h /var/log/messages
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11.

CMP GUI:
Continue the
back-out of the
Primary CMP
Cluster

NOTE: Back-out
of one server
takes
approximately
30 minutes to
complete.

1. Navigate to Upgrade = Upgrade Manager
2.  Select the Primary CMP Cluster.

3. Click Continue Rollback. When hovering over the button, it indicates the
server to get backed out. At this point it is the remaining standby server.

ontinue Rollback || Resume Upgrade View Upgra

nitiate backout CMP175-51 (back) rmse . upto . |Server Rok Prev Release Running Release Upgrade Operation

e Log

H [ CMP Sited Cluster (2 Servers)

CMP1TS-E1 %) Crilical Y Standby 125.0.0.0_63.1.0 126.0.0.0_251.0 ) Initiate upgrade Completed Succ

CMP175-41 £ Minor N Active 126.00.0 25.1.0 125.0.0.0 63.10 ) Initiate backout Completed Succ

4. Click OK to confirm and continue with the operation. It begins to back-out. The
server goes in an OOS server role

Action Confirmation

Are you sure that you want to perform this action?
Initiate backout CMP175-51 (back)

Cancel

OK

Follow the progress status in the Upgrade Operation column.

During the back-out activities, the following alarms may be generated and are
considered normal reporting events. These alarms are cleared after the cluster is
completely backed out.

Expected Critical Alarms

70001 The gp_procmgr process has failed.

31227 The high availability status is failed due to raised alarms

31283 High availability server is offline

70025 The MySQL slave has a different schema version than the master

Expected Major Alarms

70004 The QP processes have been brought down for maintenance
31236 High availability TCP link is down

31233 High availability path loss of connectivity

70021 The MySQL slave is not connected to the master

Expected Minor Alarms

70503 The server is in forced standby

70507 An upgrade/backout action on a server is in progress
70501 The Cluster is running different versions of software
31232 High availability server has not received a message
31101 DB replication to a slave DB has failed

31102 DB replication from a master DB has failed

31107 DB merging from a child Source Node has failed

31114 DB Replication of configuration data via SOAP has failed
31106 DB merging to the parent Merge Node has failed

ssfully

ssfully
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70500 The system is running different versions of software
Back-out of the server is complete when the successful completion message
displays in the Upgrade Operation column. The server goes back to standby state
and shows the previous release.
=] CMP Site1 Cluster (2 Servers)
CMP175-51 N Standby 126.0.0.0_25.1.0 125.0.0.0_63.1.0 ) Intiate backout Completed Succ:
CMP175-41 N Active 126.0.0.0_25.1.0 125.0.0.0_63.1.0 «) Inttiate backout Completed Succ:
5. Verify in Upgrade Log that that back-out was successful:
238 [} Backing out server upgrade =~ 09/20/2018 14:22:41 0972062018 14:3 0:08:14  Server ' CMP175-51 Success  Manual User inttiated action:....
240 239 Modify the role/replication 09/20/2018 14:22:41 09/20/2018 14:2 0:00:01 = Cluster = CMP Site1 Success - Automatic - Automatic action fo
241 239 ‘Watting for replication to s... 09/20/2018 14:30:55 09/20/2018 14:3 0:01:10  Server - CMP175-51 Success - Automatic - Automatic action wi...
All Primary CMP servers are on Release 12.5.0 at this point and show
active/standby
12. CMP SSH: 1. Login to the backed-out server as admusr.
Verify syscheck . . .
ysy 2. Verify that there are no failures in syscheck:
and /tmp
directory $ sudo syscheck
permission

3. Verify /tmp directory permissions:
$ 1s -1 /
NOTE: Permissions should be the following,

drwxrwxrwt. 5 root root

4096 Apr 27 10:54 tmp

otherwise skip to next step:

$ sudo chmod 777 /tmp

$ sudo chcon -h system u:object r:tmp t:s0 /tmp
$ sudo chmod +t /tmp

5.  Verify:

$ 1ls -1 /

6. Perform syscheck again:

$ sudo syscheck

4. |If the permissions are not as listed above then perform the following
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13.

CMP SSH:
Verify eth01 is
primary device
interface

This step only applies if the server has a condition in which after the back-out is
successful ETH11 becomes the primary Ethernet interface versus ETHO1 becoming
the primary interface.

To resolve this situation permanently, perform the following:
1. Asadmusr, run the following:
$ sudo cat /proc/net/bonding/bond0

2. Check that the output shows that the primary is set to eth11, it should be
eth01. This step is only applicable when primary is set to eth11.

3. If this blade is the active blade, change it to standby before performing the
following operations.

$ sudo rcstool co /etc/sysconfig/network-scripts/ifcfg-bond0
5. Find eth11.
6. Change from primary=ethll to primary=eth01
7. Save and exit (for example, vi uses ESC :wq!)
$ sudo rcstool ci /etc/sysconfig/network-scripts/ifcfg-bond0

$ sudo reboot

14.

CMP GUI:
Verify Alarm
Status.

Navigate to System Wide Reports = Alarms > Active Alarms

Confirm that any existing alarm is understood.

Active Alarms ( Last Refresh:09/20/2018 14:38:37 )

Filtars ][ printable Format |[ _save as csv__|[_ Export pD

Display results per page:
[Eirst/Prev]i[Next/Last] Total 1 pages

Server
Type

Server Severity | Alarm ID Age/Auto Clear Description Time Operatj

jon

15.

CMP GUI:
Verify Traffic
Status—KPI
Dashboard
Report

System Wide Reports = KPI Dashboard

Confirm that all Connections and Traffic status are as expected. Observe it for a
few refresh updates.

KPI Dashbeard ( Last Refresh:09/20/2018 14:39:24 )

Filtars *] [ change Thrashol

Protocol Errors

PS PCD TPS

MRAs selected 0 0
MPEs selected [ 0

Performance

Total TPS PDN

0 0
0 [

Active
Subscribers
0
0

Critical

0
[

Alarms
Major Minor

[ 0
0 0

Sel

0 0
[ 0

nt Receive:

mra

MRA State

mra(Server-A) Active

& mra(Server-B) Standby
MPE State

2 mpe(Server-A) Active

= mpe(Server-B) standby

Performance

Total

Local | PCD I

S S S

0 0 0 0

TS PDN

0 0

Active
Subscri| CPU %
bers

0 2
2
Active
Session| CPU %
s
0 2

2

Memory
MRA
%

Connections

Memory
MPE | M
%

Alarms
Network
RA |Element| Critical Major
s

17 10f1  oofo PEIESEY o 0

17

Sou,

Data

Critical | Major
rces.

13 100 [FEEH 0 [)

3

Min

0 0 0

Min,

0

Protocol Error:

or | Sent RE(:'“

or | Sent RECEME

0 0
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16.

CMP GUI:
Verify
Advanced
Settings on the
MRA

Capture screenshots of the advanced settings on the MRA and compare it with

prior to upgrade screen captures.
Verify that there are no differences.
Navigate to MRA -> Configuration = <MRA> > MRA
Click Advanced.

( System T Reporis W Diameter Routing T Session Viewer T Debug ]

Modify | Cancel

Y Expert Settings

Category Configuration Key Type Value
Diameter DIAMETERDRA.Cleanup.CheckForStaleSessionsInE boolean true
Diameter DIAMETERDRA.Cleanup.CheckForStaleBindings  boolean false
Diameter DIAMETERDRA.Cleanup.BindingCleanupInterval  int 86400
Diameter DIAMETERDRA.Cleanup.CheckForSuspectBindings boolean true
KPI KPIMRA.Capacity. TPS int 1
Diameter DIAMETERDRA.Cleanup.MaxSessionValidityTime  int 864000
Diameter DIAMETERDRA.ConnectionTimeOut int 3
Diameter DIAMETERDRA.StaticMigrationModeEnabled boolean false

~Service Overrides

Category Configuration Key Type Value
DIAMETERDRA. Topo @ D1AMETERDRA TopologyHiding. Enabled boolean false

% Filters ¥ |
Default Value Commeni|
true
false
86400
true
1
864000

T Filters * |2
Default Value Comment

false
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17. CMP GUI: 1. Capture screenshots of the advanced settings on the MPE and compare it with
Verify prior to upgrade screen captures.
Adv:.:mced Verify that there are no differences.
Settings on the
MPE 3. Navigate to Policy Server = Configuration = <MPE Cluster> > Policy Server

4. Click Advanced.

Policy Server: mpel00
| System | Reports | Logs Wj Diameter Routing | Policies | Data Sources | Session View|
Modify | Cancel
Expert Settings
T Filters © & Export ”
Category Configuration Key Type Value 3:{::": Comments
Diameter DIAMETER.Cleanup.MaxDurationFint 7200 7200
Diameter DIAMETER.AF.AuditForAuthLifetimm boolean false false
SMSXML SMSXML.SendSMSNowWhenDeliv boolean false false
SY SY.Reconciliation.MaxSessionRecc int 50 50
Diameter DIAMETER.AppsToEvaluateOnTerr String Undefined Undefined
Diameter DIAMETER.Cleanup.SessionClean int 21600 21600
Diameter DIAMETER.AF. AuthLifetime int 56400 56400
SH SH.Retry.EnabledOnTimeout boolean false false
Diameter DIAMETER.Cleanup.AuditRxSessit boolean false false -
»
Service Overrides
W+ Filters ° & Export ”
Category Configuration Key Type Value 3;{3:“ Comments
RCDRMA.Load |@ RCDRMA.Load.NotifyThreshold int 200 5
RCDRMA.Load @ RCDRMA.Load.ClearThreshold int 200 0
RCDRMA.Load @ RCDRMA.Load.MaxNotifyInterval int 3600000 50000

Alternately, settings can be exported by clicking Export on the right within each
setting.

—End of Procedure—

2.8 Workaround for Netbackup Client Installation after Upgrading to 12.6

If you were on R12.5.x CMP with netbackup client R7.1 installed, then upgrade the CMP to R12.6 and
install R7.7 netbackup client, perform the following steps if the installation fails:

1. Force standby the CMP server to install or upgrade netbackup client:
Vim /etc/fstab to make the /tmp mount options back to defaults
Find the below line:
/dev/mapper/vgroot-plat tmp /tmp

ext4d noexec,nosuid,nodev 12

update to:

/dev/mapper/vgroot-plat tmp /tmp extd4 defaults 1 2
2. Reboot the server for re-mount the /tmp with defaults.

3. Perform the netbackup client following installation steps. The netbackup client must be
installed successfully on the CMP server.

4. Back the /etc/fstab for /tmp to the original value.
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5. Reboot the server.

6. The netbackup server could retrieve the backup content from the CMP server.
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Appendix A. TVOE and PMAC SERVER UPGRADE

A.1 Adding TVOE software image to TVOE host

Use this procedure to add the TVOE software image to the TVOE host.

Check off (V) each step as it is completed. If this procedure fails, contact Oracle Support.

Procedure 28 Adding TVOE software image to TVOE host

image to TVOE host

Step Task Description
1. [_] | TVOE Host: Verify Log in to the TVOE host and run the following to verify there is sufficient space:
there is enough space $ df -h /var/TKLC/upgrade/
on the server for
TVOE software image | The system returns output similar to the following to indicate the disk usage of
where the TVOE software image should reside.
Filesystem Size Used Avail Use% Mounted on
/dev/mapper/vgroot-plat var tklc
4.0G 848M 3.0G 23% /var/TKLC
If the Avail column is smaller than the size of the TVOE software image, contact
Oracle Support for information about how to proceed.
2. |:| Add TVOE software Place a copy of the TVOE software image to the /var/TKLC/upgrade/ directory

on the TVOE host by utilizing scp or USB media.

e SCP from PC using Linux

From the command line of a Linux machine, use the following command to
copy the backup ISO image to the TVOE host:

$ sudo scp <path to image>
<user>@<TVOE ip>:/var/TKLC/upgrade/

Where <path_to_image> is the path to the TVOE ISO image local to the
Customer PC and <TVOE_ip> is the TVOE IP address. <user> should be
admusr for TVOE releases 2.5 or newer.

e SCPfrom PC using Windows

Use WinSCP to copy the TVOE ISO image to the TVOE host.
e USB Media
Attach the USB media to the TVOE host.

Login on the TVOE host and run the following to list ISO files on the USB media:

$ sudo ls /media/*/*.iso
/media/usb/TVOE-3.8.0.0.0 89.5.0-x86 64.iso

Replacing <PATH_TO_TVOE_ISO> with the output of the command above, copy
the ISO to the /var/TKLC/upgrade directory:

$ sudo cp <PATH TO TVOE ISO> /var/TKLC/upgrade/
Unmount the USB media:

$ sudo umount /media/usb
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—End of Procedure—

A.2 TVOE Upgrade
Use this procedure to upgrade the PMAC Server to 6.6.1 and the TVOE host to 3.8.0

NOTES:

©

PNV AWN R

The TVOE upgrade procedure can be performed either during the same maintenance window as
PMAC upgrade or in a separate maintenance window.

If PMAC TVOE host cannot be upgraded at this time then PMAC upgrade must not be
attempted.

. TVOE Pre-Upgrade Validation
. Pre-Upgrade Backup

Add TVOE Software Image to TVOE HOST

Add PMAC Upgrade Software to PMAC Server
Stand Alone TVOE Host Upgrade

TVOE Post-Upgrade Validation

PMAC upgrade

Stand Alone TVOE Upgrade Accept

PMAC Upgrade Accept

NOTE: It is recommended NOT to accept TVOE upgrade until after PMAC upgrade has been accepted for
the following reasons:

If you are upgrading from PMAC 5.5, this release cannot be deployed on an upgraded TVOE
3.8.0 system.

If an issue occurs during PMAC upgrade, it may require disaster recovery for which TVOE
upgrade has to be rejected to allow PMAC 5.5 to be re-deployed.

A reject cannot be performed after an upgrade has been accepted.

Procedure 29 TVOE Upgrade

Step

Task Description

1.

[] NOTE: Upgrading the TVOE host shuts down all guest OS (including PMAC)
during the upgrade. Prior to upgrading the TVOE host, ensure the PMAC
server is gracefully shut down.
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Step Task Description

2. [] | Checkanyin- 1. Onasupported web browser, log in to PMAC GUI as pmacadmin
progress task(s) ) .
on PMAC 2. Navigate to PMAC GUI background tasks page:

Main Menu = Task Monitoring

-] Main Menu
B s Hardware

Fi

| WTask Monitoring
elp

E Logout

3. Verify all tasks are complete indicated by green 100% progress

NOTE: If any task shows in-progress (blue or red) then wait for the task to
complete prior to continuing the next step.

Background Task Monitoring
D Task Target Status RunningTime  StartTime  Progress
d e [) 131 Backup PMC PMC Backup successful 0:00:01 P 100%
[ Yrask Monitoring 05
S ) 130 Backup PM&C PMAC Backup successful 0:00:01 sg‘ﬂs’n“u’i = 100%
& Hel :00:
q
8 Logout j 129 Backup PM&C PM&.C Backup successful 0:00:02 ;21ﬂ50—0031704 100%
) 128 Backup PM&C PMI&C Backup successful 0:00:02 P 100%
2015.03-02 .
[ 127 Upgrade Enc:10001 Bay:3E Success 0:28:39 b 100%
) 126  Upgrade Enc:20001 Bay-A0F Success 0:38:51 e 100%
20150302
[) 125 upgrade Enc:10001 Bay:9F Success 0:35:00 S 100%
. ) Done: TPD.nstall 5.1.1_73.5.3- e 2015.03.02
j 124 Install 0S Enc:10001 Bay:3F Cent0S5.5-x86_64 0:16:31 15:45:18 100%
: X Done: TPD.install.5.1.1_73.5.3- o 2015.03.02 .
[ 123 instalos Enc:20001 Bay:10F A 0:19:43 s 100%
Done: TPD.nstall-6.1.1_73.5.3- 20150302
) 122 instal OS Enc:10001 Bay:9F o et 0:18:33 by 100%
) 121 Upgrade Enc:20001 Bay:ME Success 0:28:43 AL 100%
14:23:28
2015.03-02
[) 120  upgrade Enc:10001 Bay:11E Success 0:20:07 s 100%
[ 19 upgrade Enc:20001 Bay:3F Success 0:33:25 e 100%
Delete Completed || Delete Failed || Delete Selected
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3. Shutdown NOTE: Assuming all tasks are completed (previous step) it is safe to shut
PMAC down PMAC
1. Logontothe TVOE host as admusr
2. Obtain the name of the PMAC guest by running the following command:
$ sudo virsh list --all
Id Name State
1 <pmac_name> running
3. Stop the PMAC process by using the following command:
$ sudo virsh shutdown <pmac name>
NOTE: It is imperative to log in to the TVOE host instead of using SSH to the
PMAC guest. The upgrade might fail otherwise.
4. Verify PMAC 1. Loginto the TVOE host as admusr.

guest is shut
down

2. Verify that the PMAC is shut down with the following command:

[admusr@tvoe approximately]# sudo virsh list --all

NOTE: This should show the PMAC guest state as shut off.
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5. Validate media | 1. Login to the TVOE host as admusr.
2. Start the platcfg utility
$ sudo su - platcfg
3. Navigate to Maintenance = Upgrade - Validate Media.
4. Select the TVOE ISO file.
laggggaggaggagaggaggy Choose Upgrade Media Menu tggggQadadoadaadadaadk
]
b
b
X ]
MO goaggadIadaagIdgadaddadaaggadaadaadaadadaadaadaadaadaaaadaadaaddaga’
5. Press Enter to validate the ISO file.
The TVOE ISO image is validated with an expected result of:
The media validation is complete, the result is: PASS
If the image validation fails, this procedure should be stopped. The ISO image
should be copied again to the TVOE host and this procedure should be re-
started from the beginning.
6. Start TVOE 1. Press Enter to return to platcfg and then press Exit to go back to the
upgrade Upgrade menu. Do not quit platcfg.
NOTE: The Navigate to Maintenance = Upgrade = Initiate Upgrade.
upgrade .
P8 2. Select the TVOE ISO filename.
process takes
15 minutes lagaggaggadaadaggaggu Choose Upgrade Media Menu tgggqgaadadaadaadadaadk
b
b
Iz Exit =}
X ]
mogogggadg9d999IggIda9daggaggadugguagaggagdadaadaadaadaaaadaadaaddagal
3. Press Enter to initiate the upgrade.
NOTE: The TVOE host is rebooted at the end of the upgrade process (about
15 minutes) and returns to the login prompt. At this point the TVOE upgrade
is complete.
7. Verify the 1. Loginto TVOE as admusr

Upgrade status

2. Verify the upgraded TVOE revision by running the following command:
SappRev

3.  You receive an output similar to this:
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4. Run the following command:

S$sudo verifyUpgrade

5. The command does not produce output. Any output that displays are
potential issues.

6. Run the syscheck command:
$sudo syscheck

NOTE: It is recommended not to accept TVOE upgrade until after PMAC

upgrade has been accepted for the following reasons:

e Some older PMAC releases cannot be deployed on upgraded TVOE 3.8.0
system.

e Ifissues occurs during PMAC upgrade, disaster recovery may be required
for which the TVOE upgrade has to be rejected to allow older PMAC to
be re-deployed.

A reject cannot be performed after an upgrade has been accepted.

3 Remove the Logged in from previous step, issue the following
TVOE ISO $sudo rm /var/TKLC/upgrade/TVOE-3.8.0.0.0 89.5.0-x86 64.is0
version file to B B
free up disk
space

—End of Procedure—
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A.3 PMAC Upgrade

Use this procedure to perform software upgrade of the PMAC.

Check off (V) each step as it is completed. Boxes have been provided for this purpose under each step
number.

Procedure 30 PMAC Upgrade

Step Task Description
1. [] | Startthe PMAC 1. If notlogged in to the TVOE host as admusr, login.
guest 2. Start the PMAC guest if not started:
3. Query the list of guests to check whether the PMAC guest is in the running state.
$ sudo virsh list --all
Id Name State
1 <pmac name> running
- Ifitis running, skip to the next step.
- Ifitis not running, issue the following command.
$ sudo virsh start <pmac name>
Domain <pmac name> started
2. [] | Close any active If any open browsers are connected to PMAC, close them before proceeding
browser sessions
to PMAC
3. [] | Logintothe 1. From the TVOE host CLlI, issue the following command to log on to the PMAC guest
TVOE host as as admusr:
root $sudo virsh console <pmac_name>
NOTE: It might be needed to press Enter twice.
2. Verify the correct ISO file is located in the /var/TKLC/upgrade directory of the
PMAC guest. If not, copy the PMAC ISO to the /var/TKLC/upgrade directory on
the PMAC guest.
3. Verify by issuing the following command:
# 1s -1th /var/TKLC/upgrade
4. |:| Run the upgrade | From PMAC guest, login as admusr (accessed via the TVOE virsh console in the previous

from PMAC
Server

step), run the platcfg utility:
# sudo su - platcfg
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Step

Task

Description

In the platcfg
utility, select
Initiate Upgrade
to start the
upgrade process

In platcfg, select Maintenance = Upgrade.

Select Initiate Upgrade to start the upgrade process

Wait until the Choose Upgrade Media Menu window opens before proceeding to
the next step

Select the PMAC 6.6 target ISO filename and press Enter to start the upgrade
process.

The upgrade begins and after 20 minutes the connection is lost as it reboots.

- Do not take any action on the PMAC until the server reboots. The reboot takes
approximately 5 minutes.

- After you log back into PMAC, you see something similar to this:
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Step Task Description
6 [ ] | PMACGUL: 1. Open abrowser and enter the IP address of the PMAC server
[ Verify the . .
upgrade after 30 2. Login as pmacadmin
minutes 3. Verify the release at the top of the page.
ORACLE Platform Management & Configuration
6030260280
4. Navigate to the task manager and verify that all tasks are complete. DO NOT

Tasks still in progress:

proceed with the next step until all tasks are completed.

Background Task Monitoring & Help
Wed Dec 07 18:07:22 2016 UTC
D Task Target Status State Running Time
j 511 Add Enclosure Enc:702 OpenHpi Deamon Started IN_PROGRESS 0:01:02
] 510 Add Enclosure Enc:701 OpenHpi Deamon Started IN_PROGRESS  0:00:37
] 509 Add Enclosure Enc:702 EEElE I ST COMPLETE 0:06:01
monitoring
7] 508 Add Enclosure Enc:701 EETETBCIE =H T COMPLETE 0:08:06
monitoring
7 507 Add Enclosure Enc:702 EETETRCE ST COMPLETE 0:06:01
monitoring
) 506 Add Enclosure Enc:701 EEIETREIE S COMPLETE 0:06:30
monitoring
) 505 Backup PM&C PM&C Backup successful COMPLETE 0:00:04
) 504 Backup PM&C PMAC Backup successful COMPLETE 0:00:04
“ . 3

A.4 Verify PMAC Upgrade

Use this procedure to verify success of the PMAC upgrade and perform other required post upgrade

steps

Check off (\/) each step as it is completed. Boxes have been provided for this purpose under each step

number.
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Procedure 31 Verify PMAC Upgrade

Step Task Description
1. [ ]| Access PMAC 1. Logonto TVOE host SSH as admusr
guest console 2. Verify that the PMAC console is running by issuing the following command
$ sudo virsh list
3. Logonto PMAC guest console by issuing the following command from the TVOE console:
$ sudo virsh console <pmac name>
4. Press Enter twice.
NOTE: If you connected from the TVOE console, the guest session to PMAC is broken with
CTRL+]
2. []| Verify the 1. Loginto the PMAC console.
date/timestamp 2. Run the following command:
$ 1s -1 /var/TKLC/log/upgrade/upgrade.log
3. Verify that the date and timestamps up the upgrade align with the actual time of the
upgrade.
3. [ ]| Verify that the Run the following command and verify the release.
release version Eg———
has been
updated
4. [ ]| Verify Run the following commands on PMAC
successful $ grep COMPLETE /var/TKLC/log/upgrade/upgrade.log
completion
through the
upgrade log
$sudo verifyUpgrade
NOTE: This command could take over a minute to complete. No output is expected, only the
prompt should return. If there are messages, contact My Oracle Support.
5. |:| Run syscheck Run syscheck and verify everything is correct.

$ sudo syscheck
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Step

Task

Description

]

PMAC SSH CLI:

Recreate the
ssh_service
with admusr
credentials on
PMAC guest
console if it
does not exist

1. Verify that the ssh service exists with admusr credentials by running the following
command:

$ sudo netConfig --repo showService name=ssh service

2. Ifthe results are similar to the above, that is, options include usr: admusr and an
encrypted password, skip to the next step.

3. Ifthe results do not include the usr: admusr option or if the service does not exist,
continue with this step:

4. Delete the ssh_service if it exists

$ sudo netConfig --repo deleteService name=ssh service
5. Click YES to the message if prompted.

6. Recreate ssh_service with admusr user.
$ sudo netConfig --repo addService name=ssh service
Service type? (tftp, ssh, conserver, oa) ssh
Service host? <PMAC ip address>
Enter an option name (g to cancel): user
Enter a value for user: admusr
Enter an option name (g to cancel): password
Enter a value for password: Duk***x**x*
Verify Password : Duk******

Enter an option name(q to cancel): g

Example output

7. Verify that the information is correct by running the following command and comparing
the output with the configuration in the last step.

$ sudo netConfig --repo showService name=ssh service

Example output
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Step

Task Description
7. |:| If ALL health checks passed, accept PMAC server and TVOE upgrades.
If health checks do not pass or a backout is needed, skip to Appendix B to reject/backout the
upgrade in entirety. This includes both the PMAC server and the TVOE host.
8. |:| Accept the 1. Close any open PMAC GUI browsers
upgrade for . .
PMAC NOTE: After accepting the upgrade, you are not able to roll back to the previous release.

NOTE: Accept
takes 5 minutes

2. Logon to PMAC guest console

3. Start the platcfg utility.
$ sudo su - platcfg

4. Navigate to Maintenance=>Upgrade—> Accept Upgrade.

laggggggu Upgrade Menu tggooaaagk

Validate Media

Early Upgrade Checks
Initiate Upgrade

Copy USBE Upgrade Image
Non Tekelec RPM Management
o de

BReject Upgrade

Exit

il e e (e (o (e (e (e (e (e (e (e (e (e (e (e (e (e (e (e (e (e (e (e (e (e (e (e e (s (e ]

5. Select Accept Upgrade and press Enter.

lgggggggggggaagaagqu Main Menu togggggggggaggaaaddd

Do yvou really want to accept the upgrade?

lggggk

WoR oM OM oMK OK M

gggagadddaaddadaaaaaaaaaaagagagggggggggggggggggaad

6. Click Yes to start accept upgrade process.

If a message displays prompting you to hit any key to continue, DO NOT press any key, the
server reboots on its own.

The connection is lost while the PMAC reboots (approximately 5 minutes).
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Step

Task

Description

]

Health Checks

1. Perform a syscheck:

$sudo syscheck
2. Open a browser and launch the PMAC GUI.

3. Verify the release at the top of the page.

ORACLE Platform Management & Configuration
6.0.3.0.2-60.28.0

4. Navigate to Task Manager and monitor as tasks complete.

DO NOT continue to the next step until all tasks are complete. It may take more than
5 minutes to complete.

Background Task Monitoring & Help
Wed Dec 07 18:07:22 2016 UTC
(1] Task Target Status State Running Time
j 511 Add Enclosure Enc:702 OpenHpi Deamon Started IN_PROGRESS 0:01:02
j 510 Add Enclosure Enc:701 OpenHpi Deamon Started IN_PROGRESS 0:00:37
[ 509 Add Enclosure Enc:702 FLETEMECI TR =S T] COMPLETE 0:06:01
monitoring
[] 508 Add Enclosure Enc:701 FrE TR IR =SR] COMPLETE 0:08:06
monitoring
[ 507 Add Enclosure Enc:702 ETETSINEET TR =S COMPLETE 0:06:01
monitoring
[") 506 AddEnclosure Enc:701 e A COMPLETE 0:06:30
monitoring
j 505 Backup PM&C PM&C Backup successful COMPLETE 0:00:04
j 504 Backup PM&C PM&C Backup successful COMPLETE 0:00:04
4 . mn 2
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Step

Task

Description

10.

]

Accept the
upgrade for

TVOE

NOTE: It is recommended not to accept the TVOE upgrade until after the PMAC upgrade has
been accepted for the following reasons:
e Some older PMAC releases cannot be deployed on upgraded TVOE 3.8.0 system.

e Ifissues occurs during PMAC upgrade it may require disaster recovery for which TVOE
upgrade has to be rejected to allow older PMAC to be re-deployed.

e Avreject cannot be performed after an upgrade has been accepted.

NOTE: Once the upgrade is accepted, you cannot roll back to the previous release.
Login as admusr to TVOE host CLI
5. Start the platcfg utility:

$ sudo su - platcfg

6. Navigate to Maintenance->Upgrade-> Accept Upgrade.

logggggqu Upgrade Menu toggggqaaalk

Validate Media

Early Upgrade Checks
Initiate Upgrade

Copy USE Upgrade Image
Non Tekelec RPM Management

Reject Upgrade
Exit

ide(e(e(e(e(e(eieieieieisieieieieielsleeielelelsleelelelsls(em]

7. Select Accept Upgrade and press Enter.

loggadaaaaoaaaagggqu Main Menu togoaaaaaaaaaddddddal

Do you really want to accept the upgrade?

Laaooro Kl goopark]

mogoog] maogg]

Mo oM oM oMM KM

maggggaagggadaqaadggaadagaaadagaadagaadggaaggaaagdgd

8. Click Yes to start accept upgrade process.

NOTE: A session is launched when accepting the upgrade, press q to close the window and
return to platcfg.

laggggagadagagdadaqgqu Message tqggggggdgdgaoadgdgdaglky

The accept has completed.

Press any key to continue...

BB
MM b b WM b

e e e e e e e e e e e e e e e e )
==

9. Press any key and then press Enter on Exit or press F12 until you exit platcfg.

The upgrade process is now complete.
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Step

Task

Description

--END OF PROCEDURE--

Appendix B. TVOE and PMAC Server Backout

Use this procedure to backout/reject the PMAC server upgrade.

NOTE: A reject cannot be performed after an upgrade has been accepted.

Check off (\/) each step as it is completed. Boxes have been provided for this purpose under each step
number.

Procedure 31: TVOE and PMAC Server Backout

Step Task Description
1. |:| Close any Close any open browsers connected to PMAC before proceeding.
active
browser
sessions of
PMAC
2. []| fnecessary, 1. Logonto TVOE host as admusr

access PMAC
guest console

2. Verify PMAC console is running by issuing the following command.

Ssudo virsh list

3. Logonto PMAC guest console by issuing the following command

$sudo virsh console <pmacname>

4. Logonto PMAC as admusr if needed—may not require a login.

Last login: Wed Jun 6 08:39:14 on ttyS0

| This system has been upgraded but the upgrade has not yet |
| been accepted or rejected. Please accept or reject the |

| upgrade soon.

== \
[admusr@pmac approximately]$

NOTE: To break the guest session to go back to TVOE host, press CTRL+]

197




Step Task Description
3. [ ]| Startthe 1. Atthe prompt, run:
platcfg utility Ssucle B — pleiets
on the PMAC
Server 2. Navigate to Maintenance->Upgrade
4| Upgrade Menu |7
Validate Media
Early Upgrade Checks
Initiate Upgrade
Non Tekelec RPM Management
Acco
3. Select Reject Upgrade and press Enter to start the reject process.
4. The following window opens, click Yes to begin the backout.
I Main Menu I
Do you really want to reject the upgrade?
NOTE: 5 minutes into the backout, a reboot completes the backout. The system
reboots automatically.
4. [ ]| Backout The following image is only for illustrative purposes.
requires
regoot NOTE: DO NOT press any key when the window prompts, the system reboots on its
own.
I Message I
The reject has completed.
The system will now be rebooted.
Press any key to continue...
NOTE: From this point on, it takes approximately 20 minutes to complete the backout
5. |:| Wait for Upon successful completion of backout, you are returned to a login prompt.
PMAC login .
g Login as admusr.
prompt
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Step

Task

Description

6. |:| Verify backout | Run the following command to verify source PMAC release:
completed [admusr@pmac approximatelyl# appRev
If the correct Product Release is not displayed, contact Oracle Customer Service and
do not proceed until instructed by a Oracle Customer Care representative.
7. []| TVOEiLo SSH As Administrator on the TVOE iLO, log in through the iLO and run the following

command to check the logical drives that are used for the backout.

Login as admusr to the TVOE console
$sudo /sbin/lvs -o lv_name,snap_percent @upgrade

Typical output:

IRy snap %
plat root snap 27.52
plat usr snap 7.70
plat var snap 5.08

plat var tklc snap 19.14
NOTE: Anything below 50% is OK.
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Step Task Description
8. |:| TVOE Server 1. Atthe prompt run:
iLO: $sudo su - platcfg
Manually 2. Navigate to Maintenance - Upgrade
backout i
upgrade Upgrade Menu
Validate Media
Early Upgrade Checks
Initiate Upgrade
HNon Tekelec RPM Management
3. Select Reject Upgrade and press Enter to start the reject process.
4. The following window opens, click Yes to begin the backout.
Main Menu
Do you really want to reject the upgrade?
Yes a}
5. The system undergoes a backout. As part of the process the system reboots
several times.
6. After completing the final reboot the login prompt opens. Some of the final
startup output along with an example of the login prompt is shown below:
7. Login as admusr
Cent0S release 6.2 (Final)
Kernel 2.6.32-220.17.1.el6prerel6.0.0 80.16.0.x86 64 on an x86 64
hostnamel342210584 login:
9. [_]| TVOE Server Log in and run the apprev command.
iLO: check 4
appRev
server health.
10. [_]| TVOE Server Run the following command to check the health of the server:
iLO: check # sudo alarmMgr --alarmStatus
server health
If any output is produced, an alarm is present on the system. Contact Oracle for
information about how to proceed.
11. [_]| Clear browser | Clear browser cache to ensure that browser has the latest client-side code loaded.
cache Refer to browser documentation if necessary.
12. |:| PMAC GUI Login to the PMAC GUI to verify the old PMAC version
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Task

Description

—END OF PROCEDURE—

Appendix C. Accessing the Oracle Customer support site and Hotlines

Access to the Oracle Customer Support site is restricted to current Oracle customers only. This section
describes how to log into the Oracle Customer Support site and link to Oracle Support Hotlines
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1. Log into the Oracle Customer Support site at https://support.oracle.com

Refer Oracle Support Hotlines http://www.oracle.com/us/support/contact/index.html and
http://www.oracle.com/us/corporate/acquisitions/tekelec/support/index.html



https://support.oracle.com/
http://www.oracle.com/us/support/contact/index.html
http://www.oracle.com/us/corporate/acquisitions/tekelec/support/index.html
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